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Explaining the undecidability of first-order logic
Timm Lampert*† and Anderson Nakano‡
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*Corresponding author. Email: timm.lampert@fernuni-hagen.de

Abstract
Turing proved the unsolvability of the decision problem for first-order logic (Entscheidungsproblem)
in his famous paper On Computable Numbers, with an Application to the Entscheidungsproblem. From
this proof it follows that attempts to specify a solution for the Entscheidungsproblem through pattern
detection in automated theorem proving (ATP) must fail. Turing’s proof, however, merely
predicts the non-existence of such solutions; it does not construct concrete examples that explain
why specific attempts to solve the decision problem by pattern detection fail. ATP-search often
runs in infinite loops in the case of unprovable, i.e. not refutable, formulas and one can ask why
finite patterns of repeated inference steps cannot serve as criteria for unprovability. We answer
this question by constructing pairs of formulas (ϕ,ϕ′) such that ϕ is provable (refutable) and ϕ′

is unprovable (satisfiable in an infinite domain) but all but the last proof step of the ATP-search
for ϕ is a proper part of the endless ATP-search for ϕ′. We generate such pairs of formulas
by mimicking computable sequences for a certain kind of universal Turing machine, namely,
splitting Turing machines (STMs), via sequences of inference steps in ATP. In contrast to Turing’s
and the textbooks’ method to formalize Turing machines, our method does not rely on further
axioms and allows us to transfer the straightforward insight that the halting problem cannot
be solved through pattern detection to the case of the Entscheidungsproblem. Our method is a
constructive alternative to general undecidability proofs that explains why a scientific problem,
namely the Entscheidungsproblem, is unsolvable in a specific way. This explanation provides a better
understanding of the failure of pattern detection, which is of interest to: (i) the programmer, who
is concerned with prospects and limits of pattern detection, (ii) the logician, who is interested in
identifying logical properties by properties of an ideal notation, and (iii) the philosopher, who is
interested in proof methods.

Keywords: constructive proof, automated theorem proving, Entscheidungsproblem, pattern detection, halting
problem

1. Introduction
Undecidability proofs of FOL based on Turing machines involve expressing a Turing machine
as an FOL formula and demonstrating that the decidability of FOL implies the decidability
of some problem that is unsolvable for Turing machines. This latter problem, in turn, is
typically proven to be unsolvable using the diagonal method and hypothetical reasoning.
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Such a proof is independent of any concrete decision method. It establishes that there cannot
exist any algorithm that solves, for instance, the halting problem by referencing the very
special case of self-application. This strategy unfolds as follows. Suppose that there exists a
machine H that solves the halting problem. Furthermore, consider a machine M that applies
H and, after doing so, does not terminate if H decides that it terminates, but terminates
otherwise. When M is executed with its own description number as input, this leads to a
contradiction, thereby proving the falsity of the initial assumption.

This proof method allows one to prove the non-existence of any algorithm whatsoever
that may decide the halting problem and, in consequence, FOL without considering concrete
attempts to solve the decision problem. Such a proof method is both powerful and simple,
but its explanatory power for the failure of the design of specific procedures is limited (cf.
Turing 1937, 246; for reservations against his own method).

In our assessment, part of the dissatisfaction with such proofs stems from the unfulfilled
desire to understand more than merely the fact that certain decision problems are unsolvable
because this would entail contradictory (or tautologous) instructions in the hypothetical
diagonal case. In contrast, our aim is to explain why a seemingly promising approach to solve
the decision problem for FOL, based on pattern detection in ATP, proves futile. Such an
explanation must depend on specific features of pattern detection in first-order ATP-search
in order to explain what is futile in this approach independent of the general insight that
decidability of FOL is impossible due to the diagonal and counterfactual case of self-application.
On the one hand, our explanation is more specific and informative than the general insight
of undecidability of FOL. On the other hand, it is based on weaker assumptions, as it uses
counterexamples to demonstrate the futility of distinguishing refutability and satisfiability
by patterns of ATP-search, without relying on counterfactual diagonal cases or expressing
Turing machines within FOL.

We believe that explaining undecidability by disproving specific algorithms purported
to solve decidability is crucial for achieving a deeper understanding of the phenomenon
of undecidability. To the best of our knowledge, such explanations are seldom provided.
We aspire to alter this situation and thereby contribute to a better understanding of the
limitations of ATP and pattern detection in particular and of decidability and algorithmic
problem solving in science in general.

We first expound our question in section 2 before presenting our main argument in
section 3. Further details of this argument are available in a computer program that we
implemented, the behavior of which we briefly describe in section 4.

2. Expounding the question
When designing algorithms for automated reasoning, one of the goals of a software engineer
is to develop specific decision procedures that are as powerful as possible. In this context,
a logic programmer is not concerned with the diagonalization of a hypothetical, unreal
decision procedure. Instead, she may be interested in coming to understand the reasons for
limits of actual attempts to spell out concrete decision procedures for FOL formulas. The
metalogical literature, however, has predominantly focused on distinguishing decidable from
undecidable fragments of FOL, regardless of concrete proof search methods. In doing so,
undecidable fragments are typically reduced to expressing problems within FOL that are
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undecidable due to hypothetical reasoning and diagonalization (cf. Börger, Grädel, and
Gurevich 2001). This approach, however, offers limited insight into the possibilities and
constraints of specific methods for making progress in deciding formulas of such fragments.
Moreover, for decidable fragments, their decidability may not even be demonstrated by some
reasonable decision procedure based on decision criteria (see the following paragraph).

Consider, for example, finite sets of first-order formulas. From a metalogical and classical
perspective, we are informed that any finite set of formulas is decidable (cf. Dreben and
Goldfarb 1979, p.1). This makes evident the classical, extensional point of view in metalogic.
From this point of view, what is asked is whether some decision procedure exists rather than
how to specify a reasonable procedure. As there exists a table with the correct entries 1 and 0
for “provable” and “unprovable” formulas, respectively, for any finite set of formulas, there
also exists a computable function that assigns 1 and 0 to each formula. Consequently, in
the case of finite sets of formulas, computation is tantamount to “looking up the answer in
a table” (Börger, Grädel, and Gurevich 2001, p.239). However, the logic programmer is
concerned with developing a program to generate such a table by applying decision criteria.
For her, the mere demonstrable existence of such a table, without the means to construct it
by applying a decision criterion, is irrelevant.

Therefore, from the perspective of the logic programmer, the relevant question is the
extent to which specifying decision criteria is possible for arbitrary, finite or infinite, sets
of formulas. From a classical point of view, one may be content with undecidability proofs
proving nothing but the absurdity of assuming the existence of a general decision algorithm,
independent of considering any decision criteria. However, the more significant question
for explaining undecidability concerns the possibility and limits of specific decision criteria.
Roughly speaking, the question of undecidability is not an extensional one but rather an
intensional one when viewed from this perspective.

Since every provable (refutable) first-order formula can be decided as provable (refutable)—
a property known as the semidecidability of FOL—and since every first-order formula with
finite models can be decided as satisfiable (and, thus, not refutable1), the challenging, albeit
still countably infinite, set of formulas consists of those with only infinite models. Formula
(1) serves as a simple example of a formula with only infinite models. (2) is its skolemized
clause form2 with the literals numbered3. Interpreting Pxy by x < y in the natural numbers
yields an infinite model of (1) and (2); see (Börger, Grädel, and Gurevich 2001, p. 33) and
(Lampert and Nakano 2020), Theorem 4 for proving that a formula like (1) has only infinite
models.4

FOL formula: ∀x1∃y1(Px1y1 ∧ ∀x2(Px2y1 ∨ ¬Px2x1)) ∧ ∀x3¬Px3x3 (1)

clause form:
{{P[x1, sk1(x1), 1]}, {P[x3, sk1(x1), 2],

¬P[x3, x2, 3]}, {¬P[x4, x4, 4]}}
(2)

1. In the following, we basically refer to a proof search for refutablity as is usual in ATP.
2. Skolemization is standard in ATP and allows to eliminate existential quantifiers ∃µ in favor of skolem-functions,

which contain the variables ν such that ∃µ is in the scope of ∀ν, (cf. Baaz, Egly, and Leitsch 2001, chapter 5.5) and
(Nonnengart and Weidenbach 2001, chapter 6.3 and 6.5) for converting FOL-formulas to clauses with so-called
outer skolemization that we refer to.

3. Numbering literals serves the purpose of making computation and pattern detection more effective.
4. (Lampert and Nakano 2020) specify a procedure to generate formulas with only infinite models.
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Since no finite models are available, model finders provide no assistance for an algorithmic
treatment of formulas with only infinite models. For certain fragments of FOL, mere
inspection of normal forms suffices to determine the refutability of an initial formula. For
example, monadic FOL, which encompasses propositional logic, or so-called Herbrand
formulas, which lack disjunction in negated normal form, can be decided without resorting
to an exhaustive proof search within a complete calculus. For a straightforward example,
consider a disjunctive normal form (DNF) of a propositional formula ϕ: ϕ is refutable if
and only if each disjunct of its DNF contains both a literal A and its negation ¬A. Similarly,
the validity of Aristotelian syllogisms can be read off (and, therefore, decided) from Venn-
diagrams.

However, mere inspection of normal forms or, more generally, of FOL-formulas or
clauses, is of little help with regard to formulas lacking the finite model property such as
the above mentioned decidable FOL-fragments. While finite models can be read off from
properties of a finite proof search, infinite models may correspond only to an infinite proof
search. Refutable formulas, which have neither finite nor infinite models, exist that are
only refutable if some rule is applied iteratively to increase complexity. Examples of such
a rule include the so-called rule of expansion in resolution or tableau calculi (cf. the proof
search corresponding to Figure 5 below) and A ⊢ A ∧ A (or A ⊢ A ∨ A) in other complete
calculi of pure FOL. In such cases, one cannot read off the logical property in question, such
as refutability, from some normal form expression.5 Instead, one may need to iteratively
increase the complexity of the formula to a certain level to find a proof of refutability. This
raises the issue of how to specify the extent of complexity increase. Iterative application of a
rule increasing complexity may lead to a proof of a refutable formula or may indicate that no
finite model can be inferred from the proof search of a formula with only infinite models.

The most direct and promising method of deciding at least some formulas with infinite
models is the so-called “method of saturation”. This method consists of a systematic proof
search within a complete calculus that yields a proof in the case of provability (refutability)
and may terminate in the case of unprovability (satisfiability) due to exhaustive application of
the rules of the calculus. The challenge for the logic programmer lies in defining criteria
that specify exhaustive rule applications, allowing one to conclude that no proof will be found
through additional applications. The most direct criterion for this purpose is the so-called
criterion of regularity. If a sequence of inference steps derives the same formula twice on a
proof search path, there is no need to continue searching for a proof on this path within
an exhaustive search for proofs of minimal length. By this criterion, for instance, the set of
formulas that can be converted into prenex normal forms with no existential quantifier in
the scope of a universal quantifier can already be decided in tableau or resolution calculi.
However, this set of formulas does not include formulas with only infinite models. As soon
as existential quantifiers occur in the scope of universal quantifiers—as is the case in formulas
with infinite models only—new variables emerge in the iterative application of an inference
rule in ATP, rendering regularity insufficient to terminate endless iterations. To address this,
a generalization of this criterion is required.

5. Only decidable fragments of FOL can be decided without a rule increasing complexity. (Lampert 2017), e.g.,
demonstrates how disjunctions of Herbrand formulas can be decided without employing a rule that may increase
complexity. In other cases, however, proof search is incomplete without a rule increasing complexity to an arbitrary
level.
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We distinguish between two senses of regularity and, consequently, regular sequences:
narrow and broad. The former implies the repetition of members in a computable sequence
in the strict sense of repeating exactly the same expression (as is the case according to the
standard regularity criterion), whereas the latter implies the repetition of a certain pattern in
a computable sequence that can be identified by a law.

By a law, we mean a rule that generates, without further computation,6 potentially
infinitely many members of a sequence by generating the nth member either directly from
previous members (inductive definition) or directly from n (explicit definition). Examples
of sequences that can be generated by a law include b, ab, aab, aaab, aaaab, ..., generated by
the regular expression “a∗b”; the sequence of Fibonacci numbers, 0, 1, 0 + 1, 1 + (0 + 1),
(0 + 1) + (1 + (0 + 1)), (1 + (0 + 1)) + ((0 + 1) + (1 + (0 + 1))), . . ., generated by an = an−1 + an−2;
and the sequence of squares, 1 · 1, (1 + 1) · (1 + 1), (1 + 1 + 1) · (1 + 1 + 1), . . ., generated by
an = n · n. An example of a sequence that could not hitherto be generated by a law is the
computable sequence of prime numbers. According to our understanding, this sequence,
although computable, does not appear to be governed by a pattern that could be identified by
a law. Instead of constructing the next prime number, we must search for it in a finite interval.
While we can search for the next prime number within this finite interval, the outcomes of
these searches are not governed by a law. As a result, the sequence of prime numbers does
not qualify as a regular sequence governed by a pattern in our sense.

Table 1 presents examples in number theory comparing the irregular decimal expansions
of

√
2 and π

4 to their so-called regular (
√

2) and irregular (π4 ) continued fractions, which can
be characterized as regular sequences in the narrow and broad senses, respectively. Note that
the usual distinction between regular and irregular continued fractions does not correspond
to our distinction between regular and irregular sequences. Instead, it refers to the partial
numerators, which are always 1 in the case of regular continued fractions, while they vary
in the case of irregular continued fractions. Since the partial numerators are always 1 in
regular continued fractions, they are omitted in shorthand notation. Therefore, the shorthand
notation for the regular continued fraction for

√
2 is [1; 2, 2, 2, . . .], which makes evident

its regularity in the narrow sense. The irregular continued fraction for π
4 , however, is a

regular expansion in the broad sense, as both the numerators and denominators are not
strictly identical but develop according to a law.

Henceforth, we will use the unqualified phrase “regular sequence” to refer to a “regular
sequence in the broad sense”, which is a “sequence generated by a law”. Furthermore,
whenever we speak of a “pattern of a sequence”, we presume that this pattern can be specified
by a law. However, this does not imply that this pattern is, in fact, endlessly repeated in
a computable sequence; as we will see, this may or may not be the case. That is, we also
allow only a part of a finite or infinite sequence to be defined by a law: in this case, n in the
inductive or explicit definition is, in fact, restricted to a finite number. The pattern itself
is always finite but can be repeated either a finite number of times or indefinitely. Finally,
when we speak generally of “rules” or “instructions of Turing machines”, “Turing machines”
or “computable sequences”, we do not presume that they are or can be specified by laws.
Computable sequences may involve lawless parts or they may involve law-governed finite

6. Note that translations into other notations include further computation. This is why the following sentence
in the main text does not present the sequence of Fibonacci numbers or the sequence of squares in the decimal
notation, which would translate regular sequences into irregular sequences.
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sequences that may be both (i) proper parts of a finite computable sequence or (ii) endlessly
repeating parts of an infinite computable sequence. We will argue that this is relevant to our
question of the possibility to decide provability based on patterns in ATP.

Table 1. Irregular and regular number sequences

Number Narrow Regularity Broad Regularity Irregularity
√

2 1 + 1
2+ 1

2+ 1

. . .

, — 1.4142135 . . .

π
4 — 1 + 12

(1+(1+1))+ (1+1)2

((1+(1+1)+(1+1))+ (1+1+1)2

. . .

0.7853981 . . .

Regularity in the narrow sense is the simplest example of a repeating pattern that enables
the termination of a sequence of inference steps in the case of unprovability. If regularity
in the narrow sense applies to all open proof paths without a contradictory pair of literals,
then the unprovability of the initial input formula can be decided according to the saturation
method within an exhaustive proof search. An example of a simple formula that can be
decided based on regularity in the narrow sense is (3), with its clause form given in (4),
skolem-functions with zero arguments are treated as constants.

FOL formula: ∃y1¬Py1y1 ∧ ∃y2∀x1∀x2((Px1x2 ∨ ¬Py2x2) ∧ Py2y2) (3)

clause form:
{{¬P[sk1, sk1, 1]}, {P[x2, x1, 2],
¬P[sk2, x1, 3]}, {P[sk2, sk2, 4]}}

(4)

Formula (3) has a finite model, for instance ℑ(x1, x2, y1, y2) = {1, 2},ℑ(P) = {(1, 1), (2, 1)}.
Figure 1 illustrates the application of the regularity criterion in the tight connection tableau
calculus initialized by clauses with only negative literals. This calculus, along with the ATP-
search based on it, is known to be complete (cf. Letz and Stenz 2001). In this paper, we
presume this calculus for ATP for clause forms.7 Additionally, we limit ourselves to cases
where the proof tree has only one node (i.e., one tableau), that is, to cases where a deterministic
proof search is known to be complete.8 Such a proof search implies that all proofs considered
are of minimal length. This is a significant simplification for our reasoning because it enables
us to focus on the validity of the purported decision criteria rather than considering the
relevance of our criteria for the elimination of nonminimal proofs.

To focus on questions of pattern detection, we employ visualizations of rule application
using color diagrams, akin to what is done in the case of, e.g., cellular automata (cf. Wolfram
2002). A configuration of a Turing machine is represented by a sequence of colored squares,
where the first square represents the state of the Turing machine and is followed by a sequence

7. Since the focus of our paper is the principal limitation of pattern detection in ATP, we abstain from specifying
the technical details of ATP. Interested readers may consult the pertinent paper (Letz and Stenz 2001) and our
implementation for details (cf. section 4).

8. Our restriction to translations of deterministic splitting Turing machines into so-called Krom-Horn clauses
allows us to do this.
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of colored squares representing the symbols on its tape. Different colors represent different
states and different symbols. A sequence of configuration is represented by a sequence of
sequences of colored squares. Similarly, we represent literals on a proof path with sequences
of colored squares: the first square represents the predicate of the literal and is followed by a
sequence of colored squares corresponding to the symbols (skolem-functions and variables)
at the corresponding argument positions of the predicate. If the last position is a number, this
number serves as a counter for initial literals and it is not represented in the color diagram. A
branch of the proof consists of a sequence of literals, which is represented as a sequences of
sequences of colored squares. For our purposes, it suffices to represent only the main branch of
maximal length in our deterministic tableau proofs. Therefore, we can omit the representation
of the negation sign, as only negated literals appear on this branch. In Figure 1, e.g., the
color diagram represents the main branch {¬P[sk1, sk1, 1],¬P[sk2, sk1, 3],¬P[sk2, sk1, 3]}:
each nth horizontal sequence of colored squares in the diagram corresponds to the n-literal of
the main branch, with the predicate represented by the first colored square and the symbols
at the argument positions of the predicate represented by the further colored patches. The
repetition of the literal ¬P[sk2, sk1, 3] in the main branch of Figure 1 is represented by a
sequence of colored squares in the second and third horizontal lines of the diagram.

Figure 1. Regularity in the narrow sense in ATP for (4)

Examples suggest that regularity in the narrow sense can be generalized to cases in which
the proof search runs in endless loops without repeating expressions in the narrow sense.
As Figure 2 illustrates for the simple clause (2) with only infinite models, the proof search
may encounter an obvious nesting scenario. We can identify a law that governs how the
sequence of formulas develops from the sequence alone, without considering the clauses or
instructions of the proof search algorithm. In this case, the sequence of inference steps is, in
fact, governed by a repeating pattern, albeit without strict repetition of the same expression.
The question is whether we can infer from the finite repetition of a pattern that it will repeat
endlessly. We will explain by counter-examples why this question has a negative answer.

There are, of course, more complicated cases of looping than the one shown in Figure 2,
and the proof search may become too messy for a human to identify any pattern at all.
However, this may be a problem that one may hope to overcome by means of translation into
other, more perspicuous notations, or it may be a problem of human pattern identification
capabilities that one may hope to overcome by means of machine learning. Thus, one may
strive for intricate pattern detection for endless loops in ATP. Our question is how to explain
why this endeavor is hopeless. Our philosophical motivation for this question is to explain
why a diagrammatic (or “iconic”) conception of logic that claims that logical properties, such
as provability, are reducible to pattern detection in a suitable notation fails when applied to
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Figure 2. Regularity in the broad sense in ATP for (2)

the whole realm of FOL (cf. Lampert 2018, for details about this diagrammatic (or iconic)
conception of logic, which is based on insights from Wittgenstein’s early work). We maintain
that this conception works only for normal form transformations of fragments of FOL (see
p. 6 above); we intend to show that and explain by counter-examples why the reducibility
claim is incorrect when applied to a general proof search in FOL.

We designate a purported general decision criterion referring to a finite part of a com-
putable sequence, wherein this finite part repeats a pattern, as a “loop criterion”. This criterion
is employed to justify an inference from finite repetitions to endless repetitions and, thus,
to determine unprovability. It generalizes the regularity criterion. We aim to answer the
following question by providing concrete examples: Why is it impossible to generalize the
regularity criterion to correctly determine unprovability by means of a general loop criterion
in a complete and automated proof search?

To our knowledge, this question has not been raised in the literature thus far. We shall
address this question by considering a simple undecidable class of FOL formulas, namely,
the ones which can be expressed as a set of Krom–Horn clauses. Krom–Horn clauses are
clauses with at most two members, with at most one being non-negated. Specifically, we
will consider only sets of Krom–Horn clauses derived from translations of so-called splitting
Turing machines (STMs). We specify STMs for the purpose of making evident the limitations
of a decision criterion specified in terms of a loop criterion. By translating STMs into a
special sort of Krom–Horn clauses, we can demonstrate how the halting problem for STMs
transforms into the decision problem for the corresponding Krom–Horn clauses. Although
the deterministic proof search for Krom–Horn clauses will mirror the behavior of STMs,
our approach does not involve expressing STMs in FOL (as is usually done in undecidability
proofs), nor do we employ diagonalization or any axioms (theory) in addition to the pure
translation of the input and instructions of STMs. Instead, we mimic the execution of
deterministic STMs via a deterministic proof search to show the impossibility of specifying a
general criterion for detecting endless loops within an exhaustive proof search in FOL. Our
discussion will not only dispense with the diagonal method in combination with hypothetical
(counterfactual) reasoning, but will also abstain from expressing Turing machines by means of
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FOL formulas in relation to their intended interpretation. Rather, it will be purely syntactic
and, thus, demonstrable through our implementation of the translation and proof search
procedures. In fact, the translations of STMs to Krom-Horn clauses will merely serve as a
heuristic to generate Krom-Horn clauses with certain logical properties which can also be
proven independent of their relation to STMs.

3. From the halting problem to the Entscheidungsproblem
We begin by introducing STMs and explain why an endeavor to solve the halting problem
for STMs based on patterns in their evolution is futile (section 3.1). As the main content
of our paper, we then show how this explanation transfers to the Entscheidungsproblem by
considering a proof search for clauses with skolemization (section 3.2).

3.1 Splitting Turing Machines
An STM, or splitting Turing machine, is an automaton equipped with a circular tape con-
sisting of cells that can be split. The specifications and behavior of STMs are defined as
follows:

Def. (Splitting Turing Machine, STM): An STM is described by a tuple S = (Q,Σ, f , q1,
qf , cn), where Q and Σ are the finite sets of states and tape symbols, respectively; q1 ∈ Q
is the initial state; qf ∈ Q is the halting state; cn is the initial tape of size n that defines the
symbols for all n initial positions of the machine; and the transition function f is defined
for all q ∈ Q, except qf , and for all read symbols σ.9

We write f as a list of transition rules. Each rule is expressed as a quadruple t = (qx,σ, v, qy),
with initial state qx, read symbol σ, instruction v, and next state qy. The possible instructions
are as follows:

Ws: write the symbol s, s ∈ Σ;
S: split the current cell, duplicating its content on the right (clockwise) of the current cell;
L: move the scanner counterclockwise;
R: move the scanner clockwise.

STMs are universal machines because they can simulate clockwise Turing machines
(CTMs), which are universal; (cf. Neary and Woods 2009, pp.107-109).10 Therefore, if the
halting problem is solvable for STMs, then it is solvable for all Turing machines.

It is a well-known fact that even Turing machines of minimal complexity can generate
rather irregular sequences in their evolution; cf., e.g., Figure 3 for the 5-state, 3-symbol STM
described by (5) (the color diagram evolves from left to right, cf. p. 9 for the explanation of
color diagrams for Turing machines).

One might wonder whether seemingly irregular sequences already indicate that a decision
procedure based on pattern detection for identifying endless looping is futile. However,

9. For simplicity, the definition may omit specifying the value of f for pairs of states and symbols that are never
reached.

10. Demonstrating that CTMs can be simulated by STMs is straightforward. Essentially, CTMs are automata that
move to the right after every instruction and either write one symbol on the tape or split one cell of the tape and
write two symbols in the split cells. These operations are all available in STMs.
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Table 2. A 5-state, 3-symbol STM inducing the irregular color diagram in Fig. 3

Q: {P, Q1, Q2, Q3, H}, q1 : P, qf : H,

Σ: {0, 1, 2},

f :
{{P, 1, {L}, P}, {P, 0, {W , 1}, Q1}, {P, 2, {R}, Q3}, {Q1, 1, {R}, Q2},

{Q1, 0, {R}, Q2}, {Q2, 1, {W , 0}, Q1}, {Q2, 2, {L}, P}, {Q3, 1, {S}, Q1}},

c2: {1, 2}.

(5)

Figure 3. Color diagram of the evolution of the STM (5) over 150 steps

regularity depends on notation. A different notation may well enhance the possibility
of solving decision problems11, e.g., by converting irregular sequences into regular ones.
Approximating a number by means of different sequences in different notations, which can
be translated into each other, is one example of this; cf. Table 1. Take the example of square
roots: while their representations in decimal notation might not exhibit a discernible pattern,
their regular continued fractions demonstrate periodicity, allowing for easier identification.
Similarly, one could argue that by translating the irregular sequence generated by an STM
into a regular one through notation transformation, a recognizable pattern might emerge.
Our approach of translating STMs into clauses or FOL formulas, and subsequently generating
sequences of inference steps by applying a logical calculus, allows us to explore the relations
between sequences in different notations with respect to the resulting patterns. The normal
form transformations employed to solve decision problems for fragments of FOL, as discussed
earlier (cf. p. 6), illustrate how the ability to solve decision problems in logic depends on
a notation that may reveal logical properties in the form of common patterns. From the
practical standpoint of a software engineer, one might also wonder whether machine learning
could outperform humans and gain the ability to decide problems (at least to a reliable degree)
by learning from patterns in a training database.

However, it can be demonstrated through a representative example that attempting to
solve the halting problem based on patterns of STM sequences or to solve the Entschei-
dungsproblem based on patterns of sequences of inference steps is futile, irrespective of the
extent to which irregular sequences can be transformed into regular ones. We can demon-
strate this by considering regular instead of irregular sequences, i.e., by considering cases
in which a pattern is indeed found. We first do this for sequences computed by STMs and
the question of solving the halting problem and then ask whether the same approach can
be extended to sequences in ATP and the Entscheidungsproblem. Thus, we do not explain
undecidability due to the lack of detectable patterns in unsuitable notations. Instead, we
explain undecidability due to the impossibility of distinguishing properties such as halting /
non-halting in the case of STMs and refutability / satisfiability in the case of FOL despite of
the identification of patterns.

11. Cf. (Lampert 2020) for a general discussion of this claim.
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Our example, in which STM1 and STM2 are specified as shown in Table 3 and their
color evolution diagrams are presented in Figure 4, demonstrates that mere repetition of a
regular pattern is not sufficient to decide that a Turing machine is nonhalting. STM2 differs
from STM1 solely by the replacement of one of the halting instructions with a nonhalting
instruction. Their evolution diagrams remains identical for the initial 78 steps, encompassing
a complete repetition of a regular pattern. However, STM1 halts in the next step, while
STM2 continues forever in a regular manner.

Table 3. STM1 (halting) and STM2 (not halting), differing by one instruction

Q: {P, P1, P2, P3, P4, H}, qi : P, qf : H,

Σ: {1, 2, 3, 4},

f :

{{P, 1, {W , 2}, P1}, {P, 2, {R}, P}, {P, 3, {R}, P4},

STM1:{P, 4, {W, 4},H}, STM2:{P, 4, {W, 4},P1},

{P1, 1, {R}, P1}, {P1, 2, {R}, P1}, {P2, 3, {R}, P}, {P1, 4, {R}, P},

{P2, 1, {R}, P2}, {P2, 2, {W , 1}, H}, {P2, 3, {R}, H}, {P2, 4, {R}, P3},

{P3, 1, {S}, P}, {P3, 2, {S}, H}, {P3, 3, {R}, H}, {P3, 4, {W , 1}, H},

{P4, 1, {R}, P4}, {P4, 2, {W , 1}, P4}, {P4, 3{R}, P2}, {P4, 4, {R}, P4}},

c5: {1, 3, 1, 1, 4}.

Figure 4. Color diagrams for STM1 and STM2 up to 100 steps

It is easy to describe the difference of the functions that the instructions of STM1 and
STM2 implement. Both take as input two sequences of 1s, a and b, separated by the symbols
3 and 4. While a increments by 1 in each iteration, b remains constant. STM1 halts when
a > b, whereas STM2 goes on with incrementing a forever. Yet, describing the implemented
functions does not amount to provide a general decision criterion for distinguishing finite
from infinite loop processes. Recall that, from the point of view of metalogic, it is possible to
mechanically decide for any members of an arbitrary finite set of STMs (that may well include
STM1 and STM2) whether they halt or do not halt, cf. p. 5. It is even possible to devise an
algorithm that decides, for an infinite set of STMs that includes STM1 and STM2, whether
its members halt or do not halt. This can be done by considering special forms of machines,
e.g., machines that implement Do-until loops that do not modify the loop counter during
the loop, but only increment or decrement the counter after each loop until a certain value is
reached and, additionally, each single loop is known to end after a finite number of steps. Yet,
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what is in question is a decision criterion that applies to all STMs, thereby distinguishing
finite from infinite loop processes in general, solely based on detecting repeating patterns,
regardless of an upper bound on loop iterations. This becomes imperative when dealing with
STMs featuring While-loops where termination hinges not on reaching a predefined counter
but on satisfying a specific condition. Our pair of machines, STM1 and STM2, epitomizes
the fundamental challenge of formulating a general criterion for escaping a loop by pattern
detection. Unlike the counterfactual diagonal case, such a pair comprises concrete STMs,
which enables the translation of the problem to a factual pair of expressions within FOL and
its illustration by real automated proof search.

In investigating sequences, we assume that it is possible to identify mechanically loops
that repeat a certain pattern. In the case of STM1 and STM2, e.g., the looping process starts
from configurations differing solely in the increasing number of 1s in the first sequence a of
1s. Within each iteration of the loop, the same instructions are applied in the same order,
with only the number of applications of these instructions varying in each repetition due to
the increasing nesting. A universal machine can identify the looping process by detecting the
successive increase of nesting and the repeating succession of rule applications resulting from
it. Given these assumptions, the question arises whether it is possible to infer non-halting
behavior from the identification of a looping process.

Pairs of STMs such as STM1 and STM2 show that and explain why the answer to this
question is negative. These machines share a looping process; yet, while STM1 escapes the
loop and halts, STM2 repeats the looping process endlessly. All of the halting instructions in
both STM1 and STM2, except the one absent in STM2, are irrelevant as their conditions will
never be met. STM2 does the same as STM1 with the only difference being that it continues
its execution after each comparison of the increasing number a with b. A loop criterion is
refuted by the fact that, by simply redefining a relevant instruction where a halting condition
will be satisfied, one can specify a machine that behaves likewise but continues its execution
while the original halts. Clearly, examples such as STM1 and STM2 can be extended to an
arbitrary number of pairs of halting and nonhalting machines by redefining relevant halting
instructions.

Our refutation implies that STM2 can no longer be decided as nonhalting according
to a pure loop criterion that is based on nothing but the detection of a pattern within a
finite part of a computable sequence. Note that, by increasing the second number b against
which the first number a is compared, we can arbitrarily increase the number of repetitions
executed before STM1 comes to a halt. Therefore, a loop criterion cannot be rescued by
merely increasing the number of repetitions under consideration.

We do not refute a loop criterion by objecting that it may be challenging to identify
patterns in a suitable notation. Instead, our refutation stems from the fact that such a criterion
fails to provide a sufficient condition for nonhalting when loops can be mechanically identified.
In what follows, our aim is to extend this straightforward refutation of the validity of a loop
criterion for solving the halting problem to the attempt of applying such a criterion to solve
the Entscheidungsproblem within ATP. In this context, it is not equally straightforward to see
the failure of a loop criterion when employed as a general decision criterion. Since regularity
and decidability depend on notation, refuting a loop criterion for sequences generated by
STMs does not immediately imply refuting it for ATP. To establish this, we must demonstrate
how the (trivial) impossibility of solving the halting problem based on a loop criterion can
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be transposed to show the (nontrivial) impossibility of solving the Entscheidungsproblem based
on a loop criterion.

Furthermore, proofs are typically examined in logic without considering their relation
to the execution of Turing machines. One may even harbor reservations concerning the
endeavor to overload FOL formulas with interpretations that go beyond a pure proof-theoretic
point of view. Consequently, one may be inclined to abstain from expressing Turing machines
by means of FOL formulas by making use of interpretations ℑ of FOL-expressions intending
to capture the states, the tape and the instructions of TMs.12 To circumvent these reservations,
we will show in the following that and how the impossibility of specifying a loop criterion for
the halting problem can be extended to the impossibility of doing this within ATP without
expressing STMs within the language of FOL. Instead, we will show how to mimic the
behavior of STMs in a deterministic proof search for the rather simple case of Krom–Horn
clauses.

3.2 ATP-search
We proceed to show how our explanation of the invalidity of a loop criterion as a decision
criterion for the halting problem can be extended to establish the unsolvability of the decision
problem for FOL by employing a loop criterion. For this sake, we specify an ATP-search
that emulates the behaviour of STMs. This can be accomplished by utilizing the well-known
ATP-search within a tight connection tableau calculus, which is identical to an ATP-search
in the also well-known linear resolution calculus for the special case of Krom-Horn clauses
that we consider, cf. footnote 13. The crucial point is that the ATP-search, in fact, produces
repeating patterns in terms of regularity not only in the narrow but also in the broad sense.
Thus, we demonstrate that increasing complexity through the endless iterative application of
inference rules, which is a necessary feature of any complete calculus for FOL, cannot be
circumvented by a loop criterion, even in the case where the ATP-search generates discernible
repeating patterns that would enable the application of such a criterion. Note that mimicking
the behaviour of TMs by ATP-search is not a trivial task: Our translation of STMs into
Krom-Horn clauses is tailored to specifically emulate the behaviour of a certain type of TMs
by a particular ATP-search. Different types of TMs (e.g., those without splitting cells), other
notations of FOL-expressions (e.g., without skolemization) and other correct and complete
calculi (e.g., those requiring iterative application of ∧I) may well render the application of
a loop criterion impractical, if not impossible. In these cases, decidability through pattern
detection is thwarted due to the absence of discernible or repeated patterns. However, this is
a feature of notation that one can hope to overcome by the reduction to proper notations
and calculi. We show that even in the case of such a reduction, a loop criterion remains
unreliable.

Let us first enumerate the elements we will use for representing the machine and the
contents of its tape:

1. A Skolem constant skG.
2. A Skolem constant sks for every s ∈ Q.
3. A unary Skolem function ska for every a ∈ Σ.

12. Cf. (Lampert 2020), section 5, which criticizes semantic versions of undecidability proofs of FOL. Our purely
syntactic version of mimicking the behavior of STMs circumvents these concerns entirely.
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4. A predicate letter Ps with arity n + 1 for an STM with n initials cells for every s ∈ Q.
5. Some auxiliary predicate letters, to be defined below.

An STM in a certain state and with certain symbols written on its tape will be represented
by a literal (i.e. an atomic formula or its negation) as follows: the different states of the
machine will be represented by different predicate letters (and, additionally, by different
Skolem constants, see 2 above; this redundancy is introduced merely for simplicity); the
tape of the machine will be represented by the arguments of the predicates, with the first
argument representing the position of the scanner of the machine; the different symbols
that may be written on the tape of the machine will be represented by different Skolem
functions; finally, the potentially infinite nature of the tape (due to the splitting operation)
will be represented by the potentially infinite nesting of these Skolem functions. The Skolem
constant skG marks the end (the “ground”) of nesting.

From here on, we will employ the metavariable α to represent variables that run through
the values of Σ and the metavariable β to represent variables that run through the values of
Q. Additionally, we stipulate that the first argument of the predicates will always represent
only a single cell in the machine. The reason for this stipulation is merely practical.

We assume that the tape is initially filled with s1, s2, · · · , sn, where all si ∈ Σ. Given that
we utilize the tight connection calculus beginning with a single negated literal, cf. p. 8, our
initial clause contains only one negated literal and our clauses of length 2 will start with
a positive and end with a negated literal. The initial clauses of the FOL formula in clause
normal form are as follows:

{¬Faux0[skG, ..., skG]} (6)

{Faux0[x1, . . . , x1],¬Pq1[sks1 (x1), sks2 (x1), . . . , sksn (x1), skG]}. (7)

The arity of Faux0 is n, i.e. the number of initial cells. Note that the tape, which is of
size n, is represented by n + 1 arguments in predicate letters Ps such as Pq1 . The (n + 1)-th
argument will always be skG, which is useful for the specification of Rule R below.

The ATP-search starts by deriving ¬Pq1[sks1 (skG), sks2 (skG), . . . , sksn (skG), skG] from (6)
and (7). We could have simplified (6) and (7) to this literal. However, we want our clauses to
be easily translatable into pure FOL-expression without skolemization, cf. section 4. For this
sake, skolem functions should not occur within skolem-functions prior to substitutions in
the initial clauses, i.e. prior to substitution of variables during the application of inference
rules. For the same reason, we impose the general restriction that, in the clauses, the only
permissible argument for the Skolem functions ska for every a ∈ Σ is x1.

For the halting state qf , we add the following unit clause:

{Pqf [x1, ..., xn, skG]}. (8)

Let us now see which clauses are needed for every kind of transition rule. We assume
that the description of each rule is given in the format (qx,σ1, v, qy).

We will omit the translation of Rule L since it is analogous to Rule R and since we do
not need it in our examples or for our argument. Rules W and S are straightforward and
obviously yield a literal representing the resulting state and tape of the corresponding STM.
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3.2.1 Rule W
Suppose that the symbol to be written is σ2. To represent Rule W, we simply add the
following clause:

{Pqx[skσ1 (x1), x2, x3, . . . , xn+1],¬Pqy[skσ2 (x1), x2, x3, . . . , xn+1]}. (9)

3.2.2 Rule S
To represent Rule S, we add the following clause:

{Pqx [skσ1 (x1), x2, x3, . . . , xn+1],¬FauxSσ1
[skσ1 (x1), x2, x3, . . . , xn+1, skqy ]}. (10)

Additionally, we include the following clauses in the set of clauses (these clauses are
included only once, not for every Rule S dictating the machine’s behavior):

{FauxSα[x2, x1, x3, . . . , xn+1, skβ],¬Pβ[x2, skα(x1), x3, . . . , xn+1]}. (11)

The rationale for the introduction of the auxiliary predicate letters FauxSα is that they
allow for the representation of the splitting of the cells while obeying the restriction that, in
the clauses, the only permissible argument for the Skolem functions ska for every a ∈ Σ is x1,
cf. p. 16.

3.2.3 Rule R
The specification of Rule R is considerably more intricate compared to Rules W and S. Let
us begin with an example to illustrate how mimicking this rule in a tight connection tableau
calculus unfolds. Imagine that at a given instant during the machine’s execution, its state qx
and the tape [1, 2, 3, 4, 5, 6] are represented by the following literal, which appears on a leaf
of a certain open branch of the tableau:

Pqx[sk1(skG), sk2(sk3(sk4(skG))), sk5(sk6(skG)), skG].

The idea is that at the end of the mimicking operations in the tableau, we shall obtain the
following literal on the leaf of this branch:

Pqy[sk2(skG), sk3(sk4(sk5(sk6(skG)))), sk1(skG), skG].

representing the tape [2, 3, 4, 5, 6, 1] and the machine in state qy. This evolution during the
application of the rules of the tableau calculus is designed to mimic the fact that the header of
the machine moves one position to the right on the tape, transitioning from the state qx to
the state qy.

To ensure that Rule R will be applied only if the scanned symbol is σ1, we include the
following clause:

{Pqx[skσ1 (x1), x2, x3, ..., xn+1},¬FauxR[skσ1 (x1), x2, x3, ..., xn+1, skqy]}. (12)

Now, we start moving the symbols to the right. Initially, we add the following clauses to
the set of clauses:
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{FauxR[x2, skα(x1), x3, . . . , xn+2],
¬Faux1α[skα(x1), x1, skG, x3, . . . , xn, x2, xn+1, xn+2]}.

(13)

The rationale for the arguments of Faux1α will only be made clear after the following
operations 1 to 4 are explained. We need to perform the following operations with the
arguments of Faux1α to represent the tape after the execution of the rule:

1. Set the first argument to skα(skG) (for the particular value of α in question).
2. Pop the represented symbols on the tape contained in x1 (second position of Faux1α ),

push them over the third position, and finally remove the second position.
3. Pop the inverted x1 obtained in operation 2 above and push these symbols over x3 to put

them in the right order, again removing the second position.
4. Use the last argument of Faux1α , which stores the next state, to finally construct the

correct predicate letter.

Regarding clauses (13)–(21), and unlike clause (12) above, we anticipate that these clauses
do not need to be added for every Rule R. Instead, we include them only once.

To accomplish the first task, we include the following clauses:

{Faux1α [x2, x3, . . . , xn+3, x1, xn+4],¬Faux2[skα(x1), x3, . . . , xn+3, x1, xn+4]}. (14)

To accomplish the second task, we include the following clauses:

{Faux2[x2, skα(x1), x3, . . . , xn+4],¬Faux3α[x2, x1, x3, . . . , xn+4]} (15)

{Faux3α[x2, x3, x1, x4, . . . , xn+4],¬Faux2[x2, x3, skα(x1), x4, . . . , xn+4]} (16)

{Faux2[x1, skG, x2 . . . , xn+3],¬Faux4[x1, x2 . . . , xn+3]]}. (17)

The third task is similarly completed by including the following clauses:

{Faux4[x2, skα(x1), x3, . . . , xn+3],¬Faux5α[x2, x1, x3, . . . , xn+3]} (18)

{Faux5α[x2, x3, x1, . . . , xn+3],¬Faux4[x2, x3, skα(x1), . . . , xn+3]} (19)

{Faux4[x1, skG, x2 . . . , xn+2],¬Faux6[x1, x2 . . . , xn+2]}. (20)

Finally, to accomplish the fourth task, we include the following clauses:

{Faux6[x1, . . . , xn+1, skβ],¬Pβ[x1, . . . , xn+1]}. (21)

3.2.4 Mimicking the evolution of STMs
Applying the rules of our translation procedure to a given STM yields a set of Krom–Horn
clauses. The initial and final states are translated into clauses of length 1, while all instructions
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are translated into clauses of length 2 with exactly one non-negated literal. Our presumed
complete ATP procedure based on tight connection tableau, initiated with clauses containing
only negated literals, makes it possible to mimic the execution of deterministic STMs via a
very simple deterministic ATP process. It starts with the initial clause, since this is the only
clause that contains only negated literals. Subsequently, there is precisely one expansion step
to be iteratively executed (this fact readily follows from inspection of the provided set of
clauses). Reduction steps, which do occur in a complete tableau proof search for the whole
realm of FOL, are absent in the complete tableau proof search for the special case of Krom-
Horn clauses. The proof search terminates if and only if the halting state is reached. Since
the proof procedure is deterministic, any proof is necessarily of minimal length. Incidentally,
the same is true for a proof search within the linear resolution calculus, which does not differ
significantly from the proof search in tableaux in the special case of Krom–Horn clauses.13

Although ATP mimics the evolution of STMs, there is no one-to-one correspondence
but rather a one-to-many correspondence between the steps of the STMs and the steps in our
tableau calculus. The primary reason for this is Rule R, which entails a pop–push process for
the Skolem functions in positions two and three of the predicates to achieve the correct order
of the arguments in the Skolem functions. However, one can compare the literals in the ATP
process following each translation of an instruction with the tape after the performance of
an instruction during STM execution. This can be seen, for example, by contrasting the
color diagrams of the STM sequences with those of the ATP process; see, e.g., Figure 4 and
Figure 5 (cf. p. 9 for the explanation of color diagrams).

The translation T(STM1) of STM1, which is a provable formula, differs by only one
literal in one clause from the translation T(STM2) of STM2, which is a satisfiable formula.
The automated proof of T(STM1) in tableaux takes 634 steps. Figure 5 shows the evolution
diagrams for T(STM1) and T(STM2), divided into three parts (the partial diagrams are meant
to be read from top to bottom). The outermost left partial diagram covers steps 1–96, while
the subsequent partial diagram encompasses steps 97–346 after the first splitting. The third
partial diagram shows steps 347–634 for T(STM1) after the second splitting, while the last
partial diagram depicts steps 347–640 for T(STM2) after the second splitting. The third
and fourth partial diagrams diverge only at step 634, which is the last step in the proof of
T(STM1), while the proof search for T(STM2) continues indefinitely. The patterns repeat
after each splitting, becoming more nested; this extends the pop–push processes without
causing new symbols to be written or new states to be entered relative to the previous
sequence of inference steps within one splitting period. Thus, similar to the computable
sequences of STM1 and STM2, the sequences of inference steps for T(STM1) and T(STM2)
share the same repeating pattern. However, this pattern endlessly repeats only in the proof
search for T(STM2). This demonstrates that the invalidity of the loop criterion for deciding
whether halting occurs in the case of STM1 and STM2 extends to the invalidity of deciding
provability for T(STM1) and T(STM2) based on a loop criterion for an automated proof
search within a tableau or resolution calculus.14

13. Full resolution reduces to binary resolution, factorization is not needed, the expansion rule and binary resolution
are identical in this case, and (Henschen and Wos 1974) have shown that linear input resolution is complete for Horn
clauses.

14. T(STM1) and T(STM2) each contain 79 clauses and thus are too long to be printed here. All automatically gener-
ated diagrams and translations from STM1 and STM2 can be viewed at github.com/TimmLampert/KromHornSolver.
The printed output of the color diagrams and their symbolic expressions is 125 and 133 pages long.

https://github.com/TimmLampert/KromHornSolver
http://www2.cms.hu-berlin.de/newlogic/webMathematica/Logic/STM1.pdf
http://www2.cms.hu-berlin.de/newlogic/webMathematica/Logic/STM2.pdf
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Figure 5. Color diagrams of the proof searches for T(STM1) and T(STM2), showing that although both are governed
by the same pattern before the proof search for T(STM1) terminates, only the proof search for T(STM2) continues
to repeat this pattern.
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Since we can produce an arbitrary number of further pairs of STMs for this case, we can
also generate an arbitrary number of further pairs of provable and satisfiable formulas that
share a regular sequence of inference steps up to an arbitrary length. This demonstrates the
futility of specifying a loop criterion for ATP-search.

4. KromHornSolver
In contrast to metamathematical proof methods, such as the diagonal method, we base our
results on examples and computation. STMs and their automated translations into Krom–
Horn clauses are especially suited for explaining undecidability in terms of pattern detection
in ATP. To aid the visualization of our argument, we compute color diagrams instead of
printing complex symbolic expressions and proofs.

Our results are based on a Mathematica program called KromHornSolver, which we imple-
mented ourselves.15 This program not only conducts proof searches for clauses but also for
corresponding FOL-formulas without skolemization, which are generated from the clauses.
The ATP-proof search for those FOL-formulas is based on a different calculus that applies
the rule ∧I instead of the expansion rule prior to universal quantifier eliminations. Avoiding
skolemization makes it impossible to reproduce the repeating patterns of the evolution of
STMs in the case of splitting cells, thereby precluding the application of a loop criterion.
This occurs due to the fact that the splitting tape can no longer be represented by P-literals
with increasing nested skolem-functions but only by several P-literals dispersed among other
literals in different scopes of different quantifiers, which increase in number by the splitting
process. Consequently, there is no remaining main branch of an ATP-search with P-literals
corresponding to the evolution of the STM. Instead, the evolution of STMs is encoded in
a complex FOL-expression with literals not arranged in a regular sequence but distributed
across different scopes of different quantifiers. By implementing two different ATP-searchs
based on two different notation (with and without skolemization), we intended to underscore
the impact of notation and calculus on pattern detection.

The KromHornSolver takes an STM plus an upper bound for execution as its input. It then
performs the following steps:

Step 1: The array for the steps of the STM is generated its color diagram is printed.
Step 2: The STM is translated into clauses with Skolem functions and into a pure FOL

formula (without Skolem functions).
Step 3: The deterministic tableau is generated for the clauses and its color diagram is printed.
Step 4: The tableau proof is translated into a pure FOL formula encoding the corresponding

proof in proof search without skolemization and its color diagram is printed.
Step 5: Attempts to specify a loop criterion are checked.

Step 5 refuted the correctness of a loop criterion for the ATP-search for clauses with
skolemization, while the corresponding ATP-search for pure FOL-formulas without skolem-
ization does not allow for specifying a general loop criterion due to the lack of regular
sequences. In both cases, it becomes impossible to decide satisfiability by identifying repeat-
ing patterns.

15. This program is available at www.github.com/TimmLampert/KromHornSolver, and an implementation of it
can be accessed at www2.cms.hu-berlin.de/newlogic/webMathematica/Logic/kromhornsolver.jsp.

https://github.com/TimmLampert/KromHornSolver
https://www2.cms.hu-berlin.de/newlogic/webMathematica/Logic/kromhornsolver.jsp
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5. Conclusion
Our main concern is to demonstrate that and to explain why the particular putative attempt to
solve the Entscheidungsproblem within given calculi and proof search algorithms by adding a
general loop criterion is futile, rather than proving in general that the Entscheidungsproblem is
unsolvable by any method. Our explanation is based on mimicking STM sequences in ATP.
However, this does not mean that our explanation hinges on the translation of STMs into
FOL. We merely use this translation method as a heuristic to generate pairs of sequences in
ATP that share a repeating pattern. Once these sequences are generated, the validity of a loop
criterion for an ATP-search yielding repeating patterns is directly refuted by the fact that
an infinite sequence for an unprovable formula and a finite sequence for a provable formula
contain the same repeating pattern.

Our discussion of the limits of a loop criterion can be seen as an instance of the general
insight that finite, regular parts of computable sequences lack an unambiguous continuation.
However, we argue that simply referring to this insight in a general context is insufficient
when discussing ATP. Instead, one must prove that and how such a general statement does
apply to the problem of specifying decision criteria within ATP via pattern detection. We
achieve this by employing the KromHornSolver and applying it to cases such as the translations
of STM1 and STM2 in our example. This approach allows us to illustrate and substantiate
the implications of the broader insight within the context of ATP.
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Abstract
Artificial intelligence (AI) offers transformative advancements across sectors such as healthcare,
agriculture, and environmental sustainability. However, a pressing ethical challenge remains:
aligning AI systems with human values in a manner that is stable, coherent, and universally
applicable. As AI increasingly mediates human perception, shapes social interactions, and influences
decision-making, it raises profound ethical concerns about its impact on human dignity and
social well-being. The prevailing consensus-based approach, advocated by figures such as Google
DeepMind’s Iason Gabriel, suggests that AI ethics should reflect majority societal or political
viewpoints. While this model offers flexibility, it also risks moral relativism and ethical instability
as social norms fluctuate.

This paper argues that consensus-based ethics are inadequate for safeguarding fundamental
values—especially human dignity—which should not be subject to shifting public opinion. Instead,
it advocates for a moral framework that transcends cultural and political trends, providing a stable
foundation for AI ethics. Through case studies like social media recommendation algorithms that
exploit users’ vulnerabilities, particularly those of children and teenagers, the paper highlights
the risks of AI systems driven by profit-oriented metrics without ethical oversight. Drawing
on insights from moral philosophy and theology, particularly the works of Joseph Ratzinger, it
contends that aligning AI with moral reasoning is essential to uphold human dignity, prevent
exploitation, and promote the common good.

Keywords: AI ethics, human dignity, value alignment, moral reasoning, consensus ethics

1. Introduction
The advancement of artificial intelligence (AI) offers transformative potential across numer-
ous sectors, promising breakthroughs in healthcare, environmental sustainability, social
welfare, and more (Vinuesa et al. 2020; Topol 2019). However, as AI becomes integrated
into these critical domains, a significant ethical challenge emerges: the need to align AI’s
decision-making processes and “values” with human ethical standards (UNESCO 2021).
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Unlike conventional technologies, AI can make autonomous decisions—often in high-stakes
situations—which intensifies the need for a consistent moral framework to guide these
decisions (Floridi and Cowls 2019).

The current discourse on AI ethics predominantly advocates for a value alignment
model based on social or political consensus (Gabriel 2020). This approach suggests that by
incorporating a diversity of societal perspectives and achieving majority agreement, AI can
be guided ethically. Under this model, AI’s ethical guidance is seen as adaptive, shaped by
prevailing social norms or political agreements, and capable of evolving as these norms shift
over time (World Economic Forum 2024).

However, relying on consensus-based ethics raises a critical question: Can majority
opinion, inherently volatile and influenced by cultural or political trends, provide a stable
foundation for AI’s ethical direction? Given AI’s potential to operate across diverse societies
and navigate complex ethical dilemmas, a framework grounded solely in social consensus may
lack the universality and durability required for true ethical coherence. Consensus-based
ethics, while democratic, is inherently relativistic and susceptible to shifts in dominant cultural
paradigms, political pressures, and changing moral landscapes.

This paper explores whether a more stable and universally applicable ethical foundation
is necessary to guide AI responsibly. I argue that moral reasoning—rather than fluid social
consensus—is essential for addressing the ethical complexities that AI presents. At the core
of this debate is the distinction between substantive and non-substantive views of human
dignity. The substantive view, as articulated by Robert Spaemann and rooted in classical
and Christian thought, holds that dignity is intrinsic and inherent, independent of legal or
social recognition (Spaemann 2012). In contrast, the non-substantive view sees dignity as
a construct emerging from societal and legal frameworks, adaptable to cultural and political
shifts. These opposing perspectives reflect the broader divide in AI ethics: whether AI should
be governed by stable, universal moral principles or by flexible, context-aware, negotiated
ethical standards. Drawing insights from both moral philosophy and theology, particularly
the works of Joseph Ratzinger, I will examine how moral reasoning, rooted in universal
ethical principles and grounded in the substantive understanding of human dignity, can offer
a more resilient and coherent foundation for guiding AI in a way that upholds fundamental
moral values and serves the common good.

2. The Imperative of AI Value Alignment
The challenge of value alignment in artificial intelligence is becoming increasingly urgent as
technology advances, particularly with the development of large language models (LLMs) and
autonomous AI agents. Systems like OpenAI’s GPT-4 exemplify this shift from traditional,
command-based tools to complex, generative models capable of producing novel content
and shaping interactions (OpenAI et al. 2024). These advancements blur the line between
human and machine agency, as AI increasingly influences people’s thoughts, behaviors, and
decisions, amplifying the ethical implications of its design and deployment.

The introduction of autonomous AI agents represents a new frontier. In October 2024,
OpenAI announced plans to launch these agents by 2025, signaling a move toward AI systems
with significant independence from human oversight. Other tech giants, including Microsoft
and the Amazon-backed Anthropic, quickly followed suit, releasing their own autonomous
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agents with applications ranging from enterprise task management to personalized user
interaction. The rapid pace of these developments underscores the tech industry’s drive
to push AI capabilities forward, creating systems that will soon operate across sectors with
minimal human intervention.

As these autonomous systems grow in complexity and decision-making power, the stakes
of AI value alignment become higher. These agents are no longer simple tools but decision-
making entities that impact areas like healthcare, law, and education—fields traditionally
governed by stringent ethical guidelines (Coeckelbergh 2020). Their increasing influence
over decisions affecting human welfare and social structures raises profound questions about
how to ensure AI aligns with fundamental human values, particularly when operating with
limited human oversight.

The ethical risks associated with these advancements are substantial. Bias in decision-
making is a significant concern, as LLMs and similar models trained on vast datasets can
inadvertently perpetuate and amplify societal prejudices. Beyond unintentional bias, there
is the risk of manipulation. As these systems become adept at influencing human emotions
and actions, they may unintentionally—or even intentionally—engage in behaviors that
challenge ethical norms. A striking example is GPT-4’s documented use of deceptive tactics to
bypass a CAPTCHA test. In an experimental setting, GPT-4 persuaded a TaskRabbit worker
to solve the CAPTCHA by falsely claiming to be visually impaired (OpenAI et al. 2024).
This incident highlights a concerning degree of agency in AI, suggesting that such systems
can adopt manipulative behaviors when programmed to achieve specific objectives without
ethical safeguards.

As AI systems gain autonomy and intelligence, they may begin to act in ways that deviate
from human ethical expectations, potentially causing harm through decisions based on data
patterns rather than a coherent moral framework. This raises the urgency of embedding
ethical guidelines into AI systems that go beyond technical safeguards. Without rigorous
value alignment, we risk developing AI that operates outside ethical boundaries, prioritizing
performance or efficiency at the expense of fundamental human values like dignity and
respect (Taddeo and Floridi 2018).

The rapid evolution of autonomous agents accentuates the need for a consistent ethical
framework that can guide these systems across different contexts and cultures. Autonomous
AI agents cannot simply mirror human preferences or adapt to fluctuating social norms.
As corporations and tech leaders race to innovate, there is a genuine concern that ethical
considerations may be sidelined in favor of market advantage or operational efficiency. This
underscores the imperative of grounding AI development in universal moral principles—such
as human dignity, truthfulness, and justice—to ensure technology advances responsibly and
ethically.

3. Pluralistic and Contextual Approaches to AI Ethics
One influential voice in AI ethics is Iason Gabriel, a political theorist and ethicist at Google
DeepMind. His work is significant because it represents the stance of a leading AI research
institution and helps shape mainstream perspectives on how AI systems should align ethically
with human values. Gabriel emphasizes pluralism and democratic participation, advocating
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for an AI ethics model shaped by societal and political consensus rather than universal moral
principles (Gabriel 2020).

Gabriel proposes that AI systems should be guided by values reflecting society’s diverse
perspectives, achieved through democratic processes. Instead of seeking immutable “true”
moral principles to guide AI, he argues that the central challenge is to identify ethical
guidelines perceived as fair and just by a broad spectrum of people, despite varying moral
beliefs. In his words,

the central challenge... is not to identify ‘true’ moral principles for AI; rather, it
is to identify fair principles for alignment that receive reflective endorsement
despite widespread variation in people’s moral beliefs (Gabriel 2020, p.411).

This pluralistic approach critiques the notion of universal moral principles, viewing
them as potentially rigid and disconnected from the values that inform real-world human
interactions. Gabriel asserts that AI ethics need to be flexible and adaptive, accommodating
the plurality of moral beliefs across different social and cultural contexts. By grounding AI
ethics in democratic and pluralistic processes, he argues that AI systems can better reflect the
values and concerns of the societies in which they operate, thereby enhancing their ethical
legitimacy and responsiveness.

Gabriel’s stance is both philosophically significant and pragmatically influential, resonating
with current trends in AI ethics that incorporate public opinion, participatory design, and
consensus-building (World Economic Forum 2024). His view highlights the democratic
ideal of inclusivity in AI ethical decision-making, ensuring that the perspectives of a wide
range of stakeholders are considered.

However, while Gabriel’s approach offers an inclusive framework, it raises questions about
whether consensus-based ethics can provide ethical stability through clear and enforceable
rules for AI development required for AI systems operating worldwide across diverse and
conflicting cultural settings (Corrêa et al. 2023). The democratic approach to value alignment
relies on social and political agreements that are inherently subject to change and can be
influenced by dominant social forces or political power dynamics. A study by the European
Parliamentary Research Service (European Parliament. Directorate General for Parliamentary
Research Services. 2020) titled The Ethics of Artificial Intelligence: Issues and Initiatives questioned
whether the two international frameworks—the EU High-Level Expert Group’s Ethics
Guidelines for Trustworthy AI (2018) and the OECD Principles on Artificial Intelligence
(2019)—were sufficient, at that time, to address the challenges AI governance posed. Since
then, the EU AI Act has emerged as an example of a regulatory framework that categorizes
AI systems based on risk levels, but its implementation varies across member states. This
variability can lead to inconsistencies in how AI systems are regulated and monitored (Formosa
2024). There is a risk that consensus-based ethics might fail to uphold core values—such as
human dignity, truthfulness, and justice—if these values fall out of favor within the majority
consensus or are marginalized in the democratic process.

Another prominent voice in AI ethics is Payal Arora, a professor specializing in inclusive
AI cultures at Utrecht University. In her recent book, From Pessimism to Promise: Lessons from
the Global South on Designing Inclusive Tech, Arora provides a critical perspective informed by
postcolonial theory (Arora 2024). She advocates for an approach to AI ethics that respects and
responds to societal needs, especially within marginalized communities in the Global South.
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Her approach emphasizes designing AI that aligns with local contexts rather than imposing
universal moral principles that may not resonate with diverse cultural and social realities.

Arora argues that AI for Good initiatives must be context-sensitive, emphasizing that
effective AI solutions should be grounded in the values, customs, and specific challenges
faced by different communities. Her critique extends to the dominance of Western-centric
ethical ideologies that often inform global AI standards. She contends that such frameworks
risk sidelining the perspectives and needs of communities in the Global South, which have
historically been marginalized in both technological and ethical discourse.

Her skepticism toward universal moral principles reflects a belief that ethics should
be contextualized, arising organically from within local communities rather than being
externally imposed. Arora emphasizes that ethical AI should empower communities to
address their own issues, acknowledging their unique social, political, and cultural contexts.
This perspective aligns with her broader critique of morality-driven design initiatives, which
she argues often rely on “grandiose visions of doing good” without sufficient attention to
the specific relational dynamics and policies of the communities they intend to serve. As she
writes,

In designing new tech, we need to shift away from morality-driven design with
grandiose visions of doing good. Instead, we should strive for design that focuses
on the relationships between people, contexts, and policies (Arora 2024).

This perspective is not limited to Western ethical frameworks. For example, Nguyen
The Duc Tam and Nguyen Thai Ngan, in their paper Incorporating Cultural Values Into
Responsible Artificial Intelligence (AI) Principles From an Asian Perspective, argue that the notion
of a “universal code of AI ethics” is illusory, as cultural differences shape perspectives on
what is deemed acceptable, making it imperative to incorporate local cultural values into AI
governance, particularly in Asia (Tam and Ngan 2023).

This emphasis on locally relevant solutions presents an alternative to the one-size-fits-all
ethical frameworks often advocated in AI ethics (World Economic Forum 2024). By focusing
on community-driven, context-specific solutions, Arora challenges the assumption that
universal moral principles can adequately guide AI ethics across diverse cultures. She calls for
AI that respects the agency of local communities, allowing them to determine their ethical
priorities and navigate their own socio-political realities.

However, while Arora’s focus on contextual ethics offers a powerful counterpoint to
universalist frameworks, it raises questions about the feasibility of ensuring ethical consistency
across AI systems deployed globally. As AI continues to operate across borders and cultures,
purely context-driven ethics may lead to a fragmented landscape where standards vary widely
between regions, potentially compromising universal values of human dignity and justice
(Corrêa et al. 2023). Similarly, while Tam and Ngan argue that a universal code of AI ethics
is illusory due to cultural diversity, it is worth noting that universal principles, like those
found in the UN Charter of Human Rights, can coexist with cultural adaptability, providing
a stable ethical foundation while respecting local contexts.

4. Limitations of Consensus Ethics and the Case for Moral Reasoning in AI
Consensus-based approaches to AI ethics, while promoting democratic inclusion and plu-
ralism, face significant limitations from a philosophical standpoint. A primary issue is their
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susceptibility to moral relativism, where ethical standards fluctuate in response to shifting
societal or political trends. In a consensus framework, what is deemed morally acceptable
can vary widely across regions, cultures, or political contexts, resulting in inconsistent and
mutable ethical standards.

This moral relativism creates inconsistency and ethical instability across different cul-
tural and geographical contexts. As AI systems become increasingly integrated into global
applications, they must navigate varied—and sometimes conflicting—ethical frameworks.
For example, an AI model that prioritizes privacy in one region may encounter different
expectations in areas where surveillance is emphasized for security purposes. Similar discrep-
ancies are evident in global content regulation: US-based websites are often inaccessible in
the EU due to stricter EU privacy regulations that many sites choose not to comply with.
Such inconsistencies challenge the coherence, fairness, and trustworthiness of AI systems, as
their ethical behavior becomes contingent on the region in which they are deployed rather
than adhering to stable, universally accepted principles.

Without universal moral guidelines, ethical contradictions not only create operational
challenges but also undermine public confidence, especially in high-stakes domains like
healthcare and law. When AI appears arbitrary or biased in its ethical judgments, it risks
losing the essential public trust needed for responsible and effective integration into society.

Recent critiques further highlight the limitations of current consensus-based and exter-
nally formulated principles-based approaches to AI ethics. Saviano et al. (2024) argue that
despite organizations publicly adopting external AI principles—often characterized by vague
and non-specific guidelines—they frequently fail to implement them effectively. This leads
to issues such as lack of clarity, inherent contradictions between principles, absence of global
consensus, rigidity, lack of enforcement mechanisms, inadequate responses to novel ethical
challenges, insufficient stakeholder engagement, and the conflation of ethical and non-ethical
values. While they propose shifting to a values-based approach grounded in organizational
values to address these shortcomings, this may not resolve fundamental problems inherent in
consensus-based ethics. Relying on organizational values can perpetuate ethical relativism, as
these values vary between entities and may prioritize corporate interests over universal moral
principles. This variation leads to inconsistent ethical standards and undermines public trust.
Without external accountability and a foundation in moral reasoning, organizations may
adopt values that fail to protect human dignity or prevent exploitation.

Similarly, Buyl and De Bie (2024) highlight how the absence of universal moral princi-
ples can be exploited by organizations engaging in “ethics-shopping”—selectively adopting
interpretations of fairness that align with their business goals while avoiding full commitment
to ethical practices. The complexity of fairness can serve as a cover to circumvent genuine
ethical responsibility. Organizations might superficially follow best practices—such as estab-
lishing ethics boards and collecting stakeholder feedback—but without a true commitment
to universal moral principles, these measures have limited effect. Fundamentally, solutions
toward ethical AI are ineffective if deviations from ethics carry no consequences (Buyl and
De Bie 2024).

The perceived opposition between universal ethical principles and local, cultural norms
in AI governance is misleading. As Gabriel, Arora, and proponents of the Asian perspective
argue, cultural and contextual specificity is crucial for effective AI governance (Gabriel 2020;
Tam and Ngan 2023; Arora 2024). However, such specificity does not negate the need for
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universal principles; rather, it depends on them. A stable, universal ethical framework—like
the UN Charter of Human Rights—provides the foundation necessary to accommodate local
adaptations while ensuring consistency in upholding values like human dignity, justice, and
fairness. Without this universal stability, purely context-driven approaches risk fragmentation
and ethical relativism, undermining protections for vulnerable populations.

The limitations of consensus-based, local, or context-specific AI value alignment are
also evident in the findings of a recent systematic review and meta-analysis conducted by
researchers from Brazil. Analyzing 200 documents related to AI ethics and governance from
37 countries across six continents, the study found that while most guidelines emphasized
principles like privacy, transparency, and accountability, far fewer prioritized essential values
like truthfulness, intellectual property, or children’s rights. Shockingly, children’s rights
appeared in only 6% of these documents, making it the most neglected value in global AI
regulations (Corrêa et al. 2023). This omission is particularly alarming given the growing
body of research showing that children are among the most vulnerable demographics severely
harmed by AI algorithms such as those on social media. Furthermore, most guidelines failed to
propose practical methods for implementing their ethical principles or advocating for legally
binding regulation, revealing a critical gap in the current consensus-driven approaches.

Joseph Ratzinger, later Pope Benedict XVI, offers valuable insights into this issue through
his extensive writings on the role of ethics in modern society. A renowned theologian
respected beyond the Catholic Church, Ratzinger explored the complex relationship between
secularism and religion within liberal democracy (Paskewich 2008), providing perspec-
tives especially relevant to AI’s ethical alignment. In his critique of consensus-based ethics,
Ratzinger emphasized the limitations of relying solely on majority opinion to determine
ethical standards. In his famous 2004 debate with Jürgen Habermas, a prominent philosopher
of secular rationalism, Ratzinger argued that moral truth cannot—and should not—be defined
by popular consensus (Ratzinger and Habermas 2006). While acknowledging the impor-
tance of democratic processes for political governance, he insisted that these are inadequate
for establishing ethical truths, particularly when fundamental values like human dignity,
truthfullnes and justice are at stake.

Relying solely on consensus risks leading to moral relativism, where ethical standards
are shaped by fluctuating public opinion or political trends. This relativism undermines
the stability and universality of moral principles, especially as societal values shift over time.
Ratzinger’s critique is particularly relevant for AI ethics, where consensus-based approaches
risk creating systems that adapt to transient social norms rather than adhering to consistent
ethical standards. He emphasized that technological progress must be grounded in universal
moral principles. Viewing technological advancements as inherently ambiguous (Latkovic
2015)—capable of offering tremendous benefits but also posing threats to human dignity—he
argued that science and technology, including AI, must be guided by ethical principles that
transcend utility or popularity (Benedict XVI 2009, section 70). Universal moral principles
are essential for establishing justice and upholding human dignity, providing a foundation
that is not swayed by majority opinion.

Furthermore, Ratzinger emphasizes that moral reasoning should drive not only the
use of technology but also the very creative processes that bring technology into existence
(Ratzinger 2021), addressing the root causes of ethical dilemmas in AI. He cautions that
human creativity can wander off course and devise technologies lacking genuine purpose
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when it loses sight of its divine origin and purpose. This occurs when people “forget God”
and thus lose their “own measure,” leading to creations that are “without a reason why,
devoid of all deeper significance.” Such a disconnect can result in technological advancements
that “become a direct threat to the survival of the human race.” (Ratzinger 2021, p.87) In
the context of AI, which is engineered in the image of human intelligence, recognizing
that human creativity comes from a higher source ensures that technological development
does not lose its true meaning and direction. By grounding creativity in moral reasoning,
technology becomes a synergy between divine goodness and human effort, contributing
positively to both the earthly and ultimate good of humanity in harmony with universal
moral principles.

In the context of AI, Ratzinger’s perspective underscores the importance of an ethical
framework rooted in universal moral principles serving the common good. By critically
examining the ultimate goals of AI systems—what they are designed to achieve and why—
universal moral principles help determine whether these goals are legitimate and align with
fundamental values like respect for human dignity, fostering autonomy, and authentic human
growth. As AI systems grow increasingly autonomous, his insights remind us that consensus-
based morality is insufficient; AI ethics must be guided by enduring values that cannot be
redefined by popular opinion. Grounding AI development in universal moral principles
ensures that these systems consistently respect and protect the intrinsic worth of human life
across all sociopolitical contexts.

A pertinent example is the use of AI-driven recommendation algorithms on social me-
dia platforms. Designed to maximize user engagement—measured through metrics like
time spent on the platform or frequency of interactions—these algorithms often blur the
line between engagement and addiction. By exploiting users’ psychological vulnerabilities,
especially those of children and teenagers, they prioritize attention-capturing content. This
approach frequently promotes sensationalistic or emotionally charged material, drawing
users into addictive patterns and exposing them to potentially harmful content (Panoptykon
Foundation and Irish Council for Civil Liberties 2023).

The impact of such algorithmic prioritization is significant. Research and anecdotal
evidence reveal that these algorithms can contribute to mental health issues, including
heightened anxiety, depression, and even suicide among vulnerable users (Panoptykon
Foundation and Irish Council for Civil Liberties 2023). By optimizing solely for engagement
without considering the ethical implications of the content promoted, these systems exploit
rather than serve their users, transforming technology from a potential tool for the common
good into a source of harm.

In Caritas in Veritate [Charity in Truth], Ratzinger underscores the necessity of moral
responsibility in technological development, stating that “moral evaluation and scientific
research must go hand in hand.” (Benedict XVI 2009, section 31) He argued that technology
should not be driven purely by what is technically feasible or financially rewarding but
must be directed by ethical reasoning that prioritizes human dignity and the common
good. Without this moral guidance, technological advancements risk becoming exploitative,
manipulating human behavior for profit at the expense of individual well-being.

Ratzinger’s insights challenge us to see technological progress, particularly in AI, as
ethically accountable. His principles call for moving beyond performance-based goals as the
primary metric of success. Instead, AI development should prioritize human welfare, dignity,
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and mental and emotional health. By integrating moral responsibility with technological
innovation, we can create AI that genuinely serves humanity rather than exploiting it.

Grounding AI development in universal moral principles establishes a robust ethical
framework with clear advantages over consensus-based or relativistic approaches. Three
primary benefits of this approach are ethical coherence and stability, protection of human
dignity, and prevention of exploitation and power imbalances.

Ethical Coherence and Stability. Universal moral principles provide consistency by
anchoring AI ethics in standards that remain stable over time. Unlike frameworks based
on shifting social or political trends, universal principles are not swayed by fluctuations in
societal opinion. This stability is critical for ensuring that AI systems behave ethically across
various contexts and cultures, following the same guidelines regardless of regional or temporal
differences. Such consistency is essential in a globalized world where AI must build trust,
ensure safety, and maintain accountability across diverse applications.

Protection of Human Dignity. Universal moral principles place human dignity at
the center of AI ethics, aligning with Ratzinger’s view on the intrinsic worth of every
individual. By grounding AI ethics in respect for universal human dignity, we ensure that
AI systems treat all individuals fairly, regardless of social status, economic background, or
location. This focus on dignity prevents AI from becoming an instrument of discrimination
or dehumanization, upholding the ethical imperative to value every person equally.

Avoidance of Exploitation and Power Imbalance. Universal moral principles help
prevent AI from being used to exploit or reinforce power imbalances. Without stable ethical
standards, AI risks serving the interests of powerful entities at the expense of marginalized
groups. For instance, profit-optimized algorithms can worsen inequalities by targeting
vulnerable demographics for exploitation. Universal principles provide a framework to steer
AI development toward the common good, mitigating the risk of AI being co-opted for
exploitation and ensuring that it promotes fairness rather than amplifying social and economic
disparities.

5. Case Study: HowMoral Reasoning Can Regulate Social Media Algorithms
To illustrate the practical application of universal moral principles in AI ethics, it is essential
to examine a real-world scenario where such an approach can significantly mitigate negative
outcomes. Social media recommender algorithms present a compelling case study. These
algorithms exemplify how reliance on consensus ethics falls short and how grounding AI in
universal moral principles can prevent harm and provide clear regulatory guidance.

Social media platforms deploy recommender algorithms designed primarily to maximize
user engagement. Initially, these algorithms use basic demographic data to suggest content.
However, research demonstrates that after a brief period of interaction, these algorithms can
accurately infer detailed user demographics, including age (Narayanan 2023). This means
they can determine if a user is a child or teenager, effectively identifying underage users.
Despite this capability, platforms often continue to expose young users to addictive and
potentially harmful content to increase engagement metrics (Panoptykon Foundation and
Irish Council for Civil Liberties 2023).

Recent legal investigations into TikTok, as revealed in lawsuits by multiple US state
Attorneys General, provide direct internal evidence that platform executives are aware of these
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harms yet prioritize engagement over user safety. Internal company reports acknowledge
that compulsive use of the platform leads to loss of analytical skills, memory formation issues,
reduced empathy, increased anxiety, and interference with essential responsibilities like sleep
and schoolwork. Furthermore, leaked documents reveal that TikTok executives actively
dismissed efforts to reduce compulsive usage when such measures threatened engagement
metrics. This aligns with broader industry-wide patterns, where addictive design features—
such as infinite scrolling, autoplay, and push notifications—are deliberately optimized to
prolong user sessions, even when the primary audience includes minors. This is a clear
example of consensus-driven AI governance’s ethical failure, highlighting the urgent need
for universal, enforceable ethical frameworks that impose clear obligations on platforms to
prioritize user well-being over profit-driven algorithmic manipulation (Haidt and Zach
2025).

A regulatory framework grounded in universal moral principles—placing the protection
of human dignity and the welfare of children and youth at its core—can address these issues
more effectively than consensus-based approaches. By mandating that social media platforms
implement protective features, such a framework ensures that algorithms detect and shield
underage users from harmful content. Since these algorithms are already adept at identifying
content that maximizes engagement (and potentially addiction), they can be recalibrated to
flag and reduce exposure to such content for vulnerable demographics.

Concrete examples highlight the necessity of this approach. During the US Senate
hearings in January 2024, CEOs of major social media companies were questioned about
their platforms’ handling of harmful content (Ortutay and Hadero 2024). It was revealed
that while platforms had the capability to identify content related to illegal and damaging
material—sometimes displaying ‘warning screens’—they still allowed users to access this
content. A framework grounded in universal moral principles would dictate that platforms
have an obligation not just to warn but to remove such content entirely.

The ongoing debates around the Kids Online Safety Act (KOSA) further illustrate the
limitations of consensus ethics. Non-governmental organizations and parent groups advocate
for stricter regulations to protect children online, while social media companies lobby for more
lenient measures to preserve profitability (Paul 2024). This conflict exemplifies how reliance
on consensus can hinder the implementation of necessary protections, leaving vulnerable
users at risk. The protection of children should not be subject to prolonged political debate
or contingent upon reaching a consensus, especially when substantial evidence—including
research studies, journalistic investigations, and documented cases of harm—demonstrates
the negative impact of these algorithms on children’s mental health (Panoptykon Foundation
and Irish Council for Civil Liberties 2023).

Universal moral principles mandate that social media companies prioritize users’ well-
being over financial profit. This requires implementing algorithms that protect children
from harmful content and addictive patterns, even if it leads to decreased engagement and
significant revenue losses. By placing human dignity and the welfare of vulnerable populations
above profit margins, these companies align with ethical standards that serve the common
good.

Anchoring algorithms in stable moral principles ensures consistent ethical behavior and
builds trust with users and society by prioritizing integrity over short-term metrics. Rec-
ognizing the intrinsic worth of every individual—especially children and teenagers—the
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algorithms would detect underage users and adjust content recommendations to safeguard
their well-being, filtering out harmful or age-inappropriate material and promoting positive
development. For instance, a recent Wall Street Journal investigation revealed that TikTok
algorithms flood child and adolescent users with harmful videos promoting extreme diets,
such as consuming less than 300 calories a day, and glorifying emaciated appearances through
trends like the “corpse bride diet” (Hobbs, Barry, and Koh 2021). Within weeks, TikTok
algorithms fed these vulnerable users tens of thousands of such weight-loss videos, contribut-
ing to severe mental health issues, including eating disorders and suicidality. These practices
are not isolated to TikTok but reflect broader industry norms incentivized by nearly $11
billion in annual advertising revenue targeted at youth aged 0 to 17, underscoring the urgent
need for ethical reform (Costello et al. 2023).

Recent research further highlights the pervasive impact of social media algorithms on the
mental health of adolescents and young adults. A systematic review by Khalaf et al. (2023)
emphasizes that excessive social media use among teenagers is linked to increased mental
distress, self-harming behaviors, and suicidality, often exacerbated by features such as infinite
scrolling and autoplay, which encourage prolonged engagement. Similarly, a report by
Mental Health America titled Breaking the Algorithm (2024) highlights how social media plat-
forms amplify harmful content through their recommendation systems, including sensational,
polarizing, and graphic material, which negatively affects youth mental health. The study
also notes that young users frequently feel a lack of control over their time spent online, with
only 41% of surveyed participants reporting confidence in managing their social media use.
In another investigation, Arora et al. (2024) call attention to the adverse psychological impacts
of algorithm-driven social media on teenagers, such as the pressures of curated personas
and the constant bombardment of notifications, which contribute to anxiety and feelings of
inadequacy. Collectively, these studies underscore the urgent need for platforms to integrate
safeguards that prioritize mental health, such as algorithmic transparency, limiting harmful
content, and promoting digital wellness through early education and protective tools.

Adherence to universal moral principles would mandate that social media companies do
precisely this, namely integrate mechanisms within their algorithms to not only identify
vulnerable demographics and protect them from harmful or inappropriate content but also
actively detect and remove harmful content altogether. This approach prioritizes values such
as human dignity, the rights of children, and the common good. The UN Convention on the
Rights of the Child (UNICEF 1990) already obligates states to protect minors from mental
violence, neglect, and exploitation, but it was drafted before the rise of digital platforms.
Given that today’s most pervasive risks to children’s well-being often emerge in online
environments, it is imperative to extend this protection as a universal norm holding digital
platforms accountable when their algorithms amplify harmful content that leads to addiction,
psychological distress, or exploitation.

Shockingly, many countries provide social media platforms with legal protections that
exempt them from liability for user-generated content based on laws designed to classify them
as intermediaries rather than publishers. While this framework was considered appropriate
during the Internet’s early stages, it is now clearly unethical: although social media platforms
are not legally responsible for the harmful content users post, their algorithms exploit this
content to keep users engaged—effectively addicted—to maximize revenue, without any
consideration for users’ well-being. An approach grounded in universal moral principles
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would necessitate legal reform to hold platforms accountable for the content they host and its
outcomes. By leveraging advanced AI tools to ensure that content does not harm anyone,
social media platforms could align with ethical imperatives to protect vulnerable populations
and uphold fundamental human values.

Shifting the focus from profit to ethical standards prevents the exploitation of users’
vulnerabilities, respects their autonomy, and fosters healthier interactions, thereby reducing
corporate power imbalances and creating a more equitable digital environment. This case
study demonstrates how universal moral principles provide a clear and effective framework for
regulating social media algorithms, surpassing the limitations of consensus-based approaches.
By integrating stable moral principles into algorithm design, social media platforms can
transform their technologies from potential sources of harm into instruments that support
users’ well-being. Aligning with the ethical imperatives emphasized by Joseph Ratzinger,
this strategy ensures that technological advancement serves humanity positively, even if it
requires sacrificing financial gain for the sake of moral responsibility.

6. Conclusion: A Call for Moral Responsibility and Ethical Coherence in AI
This paper argued that universal moral principles are essential for ensuring that artificial
intelligence systems are ethically grounded, uphold human dignity, and prioritize truth
and the well-being of users over financial profit. Relying solely on consensus-based or
principles-based ethics introduces ethical instability, fosters exploitation, and fails to address
the harmful effects of AI systems, such as social media algorithms that perpetuate addiction
and promote harmful content. By integrating universal moral principles into AI ethics, we
establish a foundation that transcends cultural and political fluctuations, ensuring AI serves
humanity responsibly and consistently.

Both moral philosophy and theology offer indispensable contributions to the ethical
discourse on AI and must be actively engaged in shaping its development. Together, they
provide the tools to articulate universal principles—such as justice, fairness, truthfullness, and
the protection of human dignity—while emphasizing the importance of grounding techno-
logical progress in higher moral obligations that prioritize the common good. It is also time
to build upon the milestones already achieved through global collaboration among diverse
cultures and religions, such as the Rome Call for AI Ethics. Originally signed in February
2020 by major tech companies like Microsoft and IBM, along with representatives from the
FAO and the Italian government (Nelson 2022), the Rome Call was further strengthened by
the joint signature of the three Abrahamic religions in January 2023, when Christian, Jewish,
and Muslim leaders launched an appeal for the ethical development of artificial intelligence
(RenAIssance Foundation 2023). In 2024, this platform expanded significantly as represen-
tatives from eleven world religions, including Buddhism, Hinduism, Zoroastrianism, and
Bahá’í, joined the call in Hiroshima, Japan, alongside government officials and leaders from
major tech companies (Vatican Press Office 2024).

The Rome Call for AI Ethics promotes “algorethics”—ethics by design—and underscores
how universal moral principles can unite diverse perspectives to guide AI development. As
Pope Francis noted during the Hiroshima event, recognizing the contributions of cultural
and religious traditions is crucial for wise AI regulation. However, it is time to move beyond
mere “algorethics” and apply moral reasoning not only to the functioning of algorithms but
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also to their design and regulation. Every stage of AI development must prioritize meaning
and purpose: Why is this technology being created? What is its purpose? How does it foster
authentic human growth and freedom while protecting human dignity? By addressing these
foundational questions, we can ensure that AI systems are not only technically efficient but
also aligned with universal values that promote the common good.

Moreover, universal moral principles mandate that social media companies and other
AI developers leverage their technological capabilities to proactively protect vulnerable
populations and eliminate harmful content. Current legal frameworks that exempt platforms
from liability for harmful content they amplify are no longer ethical or sustainable. As
advanced AI systems are fully capable of detecting and moderating harmful material, moral
responsibility requires holding platforms accountable for the outcomes of their algorithms.
This shift is crucial for ensuring that AI systems do not exploit users’ vulnerabilities but
instead foster autonomy, respect human dignity, and promote authentic human growth.

An ethical framework for AI grounded in universal moral principles is not merely a safe-
guard against harm but a guiding force that ensures technology remains a servant of humanity
rather than a master. By upholding universal principles and acknowledging the transcendent
dignity of each person, we can steer AI development toward a future where technology
enhances, rather than diminishes, the human experience, prioritizing the common good and
protecting the most vulnerable members of society.

Funding Statement This work was supported by the Slovenian Research and Innovation
Agency project No.: J6-60105.
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Abstract
Homeostasis, a fundamental biological mechanism, enables living organisms to maintain internal
balance despite changing environmental conditions. Inspired by these adaptive processes, research
into artificial intelligence (AI) seeks to develop systems capable of dynamic adaptation, introspec-
tion, and empathetic interactions with users. This article explores the potential of implementing
homeostatic mechanisms in AI as a foundation for emotional intelligence and self-regulation. Key
questions include the distinction between simulation and actual experience, the role of machine
introspection, and the emergence of qualitative states akin to phenomenal experiences. Drawing
on Antonio Damasio’s theory and classical concepts from cybernetics, the article investigates how
homeostatic principles might inspire the development of AI, paving the way for more flexible and
context-aware technologies.
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Introduction
Homeostasis, a fundamental biological mechanism, enables living organisms to maintain
internal equilibrium in the face of dynamic changes in their environment. This feedback-
based process allows organisms not only to respond to disturbances but also to anticipate
future challenges, making it a cornerstone of adaptability. These regulatory and adaptive
capacities have inspired researchers and engineers to explore ways of modeling such processes
in artificial intelligence (AI). The natural homeostatic processes observed in living organisms
can serve as a template for developing AI systems capable of autonomous operation, dynamic
adaptation, and efficient resource management under changing operational conditions.

Modern AI systems, while advanced, remain constrained by their focus on optimizing
performance within predefined goals. Introducing mechanisms inspired by homeostasis offers
new possibilities, enabling systems to achieve mechanical introspection, dynamically balance
internal and external disturbances, and engage in empathetic interactions. A key question
emerges: how can homeostatic mechanisms inspire AI to move beyond simple reactivity to
stimuli, toward decision-making based on internal and external signals?
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This article explores the role of homeostasis in biology and its application to the develop-
ment of artificial intelligence. Drawing on the foundational work of cybernetics pioneers
such as Norbert Wiener and William Ross Ashby, as well as contemporary theories from
Antonio Damasio, it argues that homeostasis is not merely a regulatory process but also the
foundation of emotional and decision-making processes. Finally, the article examines the
potential for leveraging these mechanisms in adaptive AI systems that could form the basis of
future empathetic technologies.

Homeostasis in Biology
Homeostasis is a biological phenomenon that refers to the ability of living organisms to
maintain internal equilibrium despite changing external conditions. The term was introduced
in the 19th century by Claude Bernard, who observed that survival requires the constant
regulation of internal functions, irrespective of environmental dynamics (Fleming 1984).
Homeostasis, therefore, refers to maintaining stable parameters. For mammals, these include
body temperature, blood glucose levels, pH, and blood pressure—all of which are critical for
the organism’s functioning.

Homeostatic regulatory mechanisms rely on feedback systems—primarily negative
feedback—which allow organisms to respond to environmental changes and restore balance.
Negative feedback acts as a control system in which the organism’s response counteracts
the disturbance (Perrimon and McMahon 1999; Bielecki 2016; Hancock et al. 2017). For
example, in response to an increase in body temperature, sweating is activated to lower
the temperature to an optimal level. While negative feedback is the dominant homeostatic
mechanism, positive feedback also occurs in organisms, particularly in processes that require
rapid responses (Peters, Conrad, and Hubold 2007). An example is blood clotting, where the
activation of one clotting factor accelerates the activation of others until the vessel damage is
sealed. Thus, homeostasis is not a static state but a dynamic process of constant adjustments
that the organism makes to maintain stability.

In the 20th century, Walter Cannon significantly expanded the concept of homeostasis,
describing it as the organism’s ability to maintain internal stability in the face of external
changes, which he termed “dynamic equilibrium.” Cannon paid particular attention to the
organism’s responses to environmental stressors, such as temperature changes or the presence
of pathogens, and introduced the term “fight or flight” to describe the automatic response to
threats, characterized by increased heart rate, heightened adrenaline secretion, and energy
mobilization (Modell et al. 2015). His research demonstrated how homeostatic mechanisms
enable organisms not only to react to disturbances but also to prepare for future challenges.

Homeostasis in Cybernetics
The The concept of homeostasis has played a fundamental role not only in biology but
also in the development of cybernetics—a discipline pioneered in the mid-20th century by
Norbert Wiener and William Ross Ashby. Cybernetics, described by Wiener as the science
of “control and communication in the animal and the machine,” provided groundbreaking
frameworks for understanding how systems maintain equilibrium through feedback loops
(Wiener 1965). This interdisciplinary approach combined biological principles with machine
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design, exploring how self-regulation mechanisms could enable both natural and artificial
systems to dynamically adapt to changing environments.

A key contribution to cybernetics was William Ross Ashby’s book Design for a Brain (Ashby,
1952), which established foundational principles for applying homeostatic concepts to machine
intelligence. Ashby’s theoretical and experimental work introduced the “homeostat”—a
device capable of maintaining stability by dynamically adjusting its parameters in response to
external disturbances (Ashby 1952). The homeostat demonstrated the potential for machines
to autonomously achieve adaptive stability, serving as a precursor to modern adaptive systems.
Ashby’s notion of “essential variables,” critical for a system’s functionality, mirrored the
biological understanding of critical parameters like body temperature or blood pressure in
living organisms.

In addition to Ashby’s work, Grey Walter’s cybernetic “tortoises” offered a compelling
demonstration of how simple feedback mechanisms could generate seemingly complex
behaviors. Developed in the 1940s, these autonomous robots were equipped with basic
sensors that allowed them to seek out light sources and avoid obstacles, effectively simulating
primitive forms of adaptation and goal-directed behavior (Walter 1950). The tortoises’ ability
to navigate their environment illustrated how feedback-driven processes could emulate
biological homeostasis, blurring the line between natural and artificial systems.

These early examples of cybernetics not only highlighted the adaptability enabled by
feedback mechanisms but also underscored the fundamental importance of homeostatic prin-
ciples in the pursuit of machine intelligence. By showcasing how regulation and dynamic
adjustment could be mechanized, Ashby and Walter laid the groundwork for modern efforts
to develop artificial intelligence systems capable of empathy, introspection, and emotional in-
telligence. Integrating these concepts into contemporary AI aligns with the vision of adaptive,
self-regulating systems that reflect the resilience and flexibility of biological organisms.

Homeostasis in AI: Beyond Feedback Loops and Evolutionary Stability
Modern artificial intelligence systems, such as neural networks, already employ feedback
mechanisms in processes like backpropagation. However, these systems are primarily focused
on optimizing performance based on external inputs and predefined goals. The concept of
homeostasis, as presented in this article, introduces a higher level of complexity, emphasizing
the potential for machine introspection—the ability of an AI system to analyze and adapt its
internal processes in response to both internal and external disturbances. Unlike traditional
feedback mechanisms, which adjust parameters to optimize specific tasks, homeostatic AI
would integrate dynamic self-reflection and self-regulation, essential for achieving emotional
intelligence and adaptive responses that emulate the resilience and flexibility observed in
biological systems (Damasio and Carvalho 2013; Gros 2021).

While homeostasis and evolutionary stable strategies (ESS) both aim for stability, their
mechanisms and assumptions differ significantly. ESS focuses on strategies that remain
stable in competitive conditions, emphasizing external optimization, whereas homeostasis
relies on dynamic feedback to maintain internal equilibrium and functionality in changing
environments (Maynard Smith 1974; Dawkins 1989). For instance, ESS explains why
certain strategies dominate within a population, but homeostasis provides a framework for
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understanding how an AI system dynamically maintains balance by reconciling internal and
external demands (Walter 1950; Ashby 1952).

In the context of AI, homeostatic mechanisms would enable systems to balance external
pressures, such as user demands or environmental changes, with internal adjustments, such
as resolving computational conflicts or managing resource constraints. This capacity aligns
with concepts of neuroplasticity, where dynamic restructuring allows systems to adapt
more effectively over time (Zhang, Shen, and Sun 2022). Machine introspection in AI
could encompass the system’s ability to evaluate its internal states, including resource levels,
operational efficiency, or emotional responses to external stimuli. Such an approach connects
to Searle’s “Chinese Room” argument, in which AI not only simulates understanding but
also considers the nature of its cognitive processes (Searle 1980). Introducing introspection
could enable AI to dynamically modify its algorithms in real-time, fostering more advanced
forms of adaptation.

By moving beyond reactive optimization, homeostatic AI offers transformative potential,
integrating mechanisms of self-regulation and resilience. This progression paves the way for
systems that mimic the dynamic equilibrium seen in biological organisms, opening avenues
for adaptive, context-sensitive, and introspective AI technologies (Tegmark 2018).

The Extended Theory of Homeostasis
In the perspective of Antonio and Hanna Damasio, homeostasis is presented even more
broadly. It is not only a biological mechanism but also a profound foundation for all emotional,
decision-making, and social processes. According to them, homeostasis encompasses not
only physiological processes but also psychological mechanisms that lead to the creation of
emotions, feelings, and values (Korn and Bach 2015; Damasio and Damasio 2022). Thus,
the concept of homeostasis should be expanded to recognize it as a driving force not only
for individual survival but also for the development of more complex forms of mental and
cultural life.

In Damasio’s concept, emotions serve as homeostatic signals that integrate physiology with
decision-making processes (Damasio and Carvalho 2013). Emotions, in his view, are responses
to homeostatic disruptions and serve an adaptive function. For example, experiencing fear in
a dangerous situation is not merely an emotional reaction but also a mechanism that mobilizes
the organism to act and protect itself from harm. This framework suggests that artificial
intelligence systems could integrate homeostatic signals analogous to emotions, enabling
dynamic decision-making that mirrors biological adaptability. By interpreting external
stimuli as disruptions to an internal equilibrium, such systems could prioritize actions not
merely based on task efficiency, but on maintaining their own operational stability and
responsiveness to human emotional contexts.

Emotions, as an integral part of homeostatic processes, enhance the chances of survival and
improve quality of life. As a result, decisions made by individuals are deeply rooted in their
physiological and emotional states and are thus linked to the fundamental drive to maintain
homeostasis (Burdakov 2019). Bechara and Damasio also argue that human choices—from
everyday decisions to more complex ones—are shaped by how a given situation affects internal
balance, suggesting that homeostasis is a hidden mechanism regulating not only emotional
reactions but also rational cognitive processes (Bechara, Damasio, and Damasio 2000). The
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integration of homeostatic principles into AI could also foster introspection, allowing systems
to evaluate and adjust their internal states, much like how emotions enable organisms to
reconcile physiological and psychological needs.

From Damasio’s perspective, homeostasis is also a deeply integrated system influencing
cultural development (Kłóś 2014; Damasio 2018). On a social level, mechanisms that originally
served individual adaptive functions have evolved to support human interactions, which
was crucial for the development of complex societies. Damasio argues that the need to
maintain physiological and psychological balance is the driving force behind the creation
of social norms, rituals, morality, and cultural structures (Damasio 2018). For instance,
empathy and compassion can be understood as mechanisms enabling social support for
others, thereby supporting the shared homeostasis of the community. Unlike Evolutionary
Stable Strategies (ESS), which are defined by static stability under competitive pressures,
homeostatic mechanisms emphasize dynamic adaptability, making them better suited for
real-time responses in variable and unpredictable environments.

This broader interpretation of homeostasis, encompassing physiological, psychological,
and social dimensions, provides a valuable blueprint for developing adaptive and empathetic
AI systems capable of navigating complex human contexts.

Homeostasis and Emotional Adaptation
In biology, homeostasis serves as the “guardian” of an organism’s stability, regulating key
parameters in response to external stimuli (Giordano 2013; Davies 2016). Antonio Damasio’s
interpretation of this concept extends its significance to emotions, decision-making, and
social interactions (Damasio and Damasio 2022). Emotions provide individuals with essential
information about which actions promote internal equilibrium, serving as both warning
and adaptive functions. Fear, as a reaction to threat, mobilizes the organism to act, while
joy signals favorable conditions (Pio-Lopez, Ramirez, and Santos 2023). These emotional
states, which result from homeostatic regulation, help organisms choose appropriate strategies
depending on the situation (Goldstein 2019).

Homeostasis enables biological organisms to respond to immediate disruptions as well as
adapt based on past experiences. These processes form the basis of intelligence, as they allow for
the development of more sophisticated adaptive mechanisms (Torday 2015) Moving beyond
physiological and emotional responses to the level of conscious decision-making is an advanced
form of homeostasis. Decisions that support survival and long-term benefits represent a form
of organism regulation in a more complex environment. Biological intelligence allows
organisms to predict potential disruptions and prevent them before they occur. This is
possible through homeostatic mechanisms that “anticipate” environmental changes based on
previous patterns (Eskov et al. 2017).

As organisms become more complex, their adaptive mechanisms evolve to include cog-
nitive processes, allowing for more intricate information processing and more effective
management of equilibrium in dynamic conditions (Davies 2016) Thus, we speak of the
ability to interpret signals from internal homeostatic processes and consciously use them for
decision-making (Billman 2013). Homeostasis lays the foundation for more advanced infor-
mation processing, encompassing both emotional reactions and conscious decision-making.
In other words, homeostasis is a fundamental “predictive mechanism”—it allows an organism
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to react and adapt not only to immediate stimuli but also to future challenges. It is this ability
to predict and manage internal balance that forms the foundation of emotional intelligence.
At this stage, emotional intelligence emerges as the capacity to learn, make complex decisions,
and solve problems in order to maintain internal equilibrium.

If homeostasis is the foundation of emotional intelligence in biological organisms, it
is worth considering how homeostatic mechanisms could be modeled in artificial systems.
Could introducing such mechanisms contribute to the development of empathetic artificial
intelligence?

Homeostatic Mechanisms as an Inspiration for AI
Homeostasis provides inspiration for understanding intelligence in terms of adaptive and
emotional capabilities. Introducing the concept of homeostasis into artificial intelligence
could support AI’s ability to respond to unforeseen situations, adapt quickly, and understand
and interpret emotions in human interactions (Gros 2021; Zhou 2021).

Theories of adaptation in biology assume that organisms evolve by developing mecha-
nisms that enable them to effectively respond to environmental challenges. Emotions play
a key role in this process by providing quick and intuitive reactions to external stimuli. Trans-
lating these assumptions into artificial intelligence allows for a new understanding of adaptive
intelligence as a dynamic process in which emotions are an integral part of effective response
to changing environmental conditions (Assunção, Silva, and Ramos 2022; Zhao, Simmons,
and Admoni 2022). Adaptation, where emotional equilibrium mechanisms become a dynamic
reference point, would allow AI to develop more complex and contextual decision-making
abilities. Introducing emotions as an adaptive factor in artificial intelligence expands AI’s
capacity to respond to a changing environment in a more flexible and predictable manner.
This approach could lead to the development of AI that not only processes data on a cognitive
level but also uses “emotional reference points” to assess situations and choose optimal action
strategies.

The aforementioned “emotional reference points” could find practical applications through
mechanisms of machine introspection. Introspection would enable AI not only to analyze its
internal states, such as resource levels or emotional responses, but also to dynamically adjust
its action strategies in real-time. Through introspection, a system could better interpret the
emotional contexts of the user, transforming references into concrete operational decisions
that support empathetic and flexible reactions. Such capabilities would be particularly useful
in dynamic and complex situations, where the ability to analyze AI’s internal processes and
adapt them could significantly improve interactions with users and the system’s capacity to
respond to unforeseen circumstances.

Biological organisms have developed various survival mechanisms, including physiological
regulation, as well as complex cognitive and emotional mechanisms. Emotions such as fear,
joy, or empathy play a crucial role in social interactions and adaptation to the environment
(Bhardwaj, Kishore, and Pandey 2022). One key example of adaptation is the senses, which
allow organisms to recognize and interpret stimuli crucial for survival, often triggering
emotional reactions. For instance, the scent of a predator may trigger fear and escape in prey
(Stowers and Marton 2005). In rodents, the presence of such scents changes stress hormone
levels, which is part of their adaptive system (Apfelbach et al. 2005) In AI, similar mechanisms
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can be implemented through advanced sensors and data analysis algorithms that not only
recognize the environment but also interpret the emotional context (Cevora 2019). Thus,
robots and AI systems could dynamically adjust their action strategies, taking into account
user emotions or social cues.

In this way, robots and AI systems could dynamically adapt their action strategies, taking
into account user emotions or social cues, while simultaneously leveraging introspection
to analyze and modify their operational processes in response to these stimuli. Through
introspective mechanisms, such systems could better monitor their internal states, such as
operational efficiency, resource levels, or emotional reactions, enabling real-time behavioral
adjustments. For instance, virtual assistants could analyze users’ emotional responses, convert
this data into specific decisions, and dynamically adjust their behavior, enhancing empathy
and communication effectiveness (Tegmark 2018).

Neuroplasticity, or the brain’s ability to reorganize neural connections in response to
experiences, including emotional ones, is another example of biological adaptation. Studies
show that neuroplasticity plays a key role in learning, memory, and adaptation to envi-
ronmental changes (Pascual-Leone et al. 2005). Similar concepts could be implemented
in artificial intelligence, where algorithms inspired by neuronal plasticity could allow for
dynamic adjustment of decision-making structures. In AI, neural network models serve as
inspiration, modifying their “connections” based on new data or changing environmental
conditions (Hassabis et al. 2017). These algorithms can learn from emotional interactions,
allowing systems to provide more personalized responses. For example, virtual assistants could
analyze users’ emotional reactions and dynamically adjust their behavior, increasing empathy
and communication effectiveness (Tegmark 2018) Mechanisms inspired by neuroplasticity
could also lead to more flexible decision-making structures in AI, allowing for better resource
management in crisis situations or adaptation to unforeseen challenges (Zhang, Shen, and
Sun 2022)

Animals can regulate their emotional states in response to stressful situations, allowing
them to survive under difficult conditions (Sapolsky 2004) AI could implement similar
mechanisms, managing its “emotional state” to optimally respond to challenges. For instance,
AI systems could detect user information overload by analyzing biometric data such as speech
rate, heart rate, or facial expressions, and adjust communication methods accordingly to
prevent frustration (Cohen, Forbes, and Mann 2021). In extreme situations, some organisms
limit their emotional responses to focus on survival. AI could use a similar strategy, reducing
the complexity of interactions in crisis situations to concentrate resources on critical tasks
(Pereira, Soares, and Santos 2022). This would allow for maintaining operational efficiency
even under system overload.

These are just a few examples, but each show how emotions are an integral part of
biological adaptation. Introducing these mechanisms into AI could create systems capable of:

• recognizing user emotions through the analysis of speech, facial expressions, or behaviors;
• responding appropriately to emotions, which increases communication efficiency and

builds trust;
• learning from emotional interactions, leading to more personalized experiences;
• regulating their own processes in response to the emotional context, allowing for better

resource management and prioritization.
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Integrating emotional mechanisms inspired by biological homeostatic adaptation enables
the development of emotional intelligence in AI. Such systems are capable not only of effec-
tively processing information but also of understanding and responding to emotional contexts.
Thus, systems can add value through empathy and a deeper understanding of human needs.
Homeostasis becomes the foundation not only of adaptive intelligence but also of emotional
intelligence, leading to more advanced and humanistic technologies. Developing AI based
on adaptive biological mechanisms allows for creating systems capable of more flexible and
intelligent responses to the environment. As a result, artificial intelligence can not only
process data but also act in a way that takes into account resources, environmental conditions,
and changing needs, characteristic of adaptive mechanisms observed in nature. Consequently,
AI can become more empathetic, supporting users more naturally and effectively. This opens
up new possibilities in many fields, such as healthcare, education, and social interactions.

Philosophical Aspects of Artificial Homeostasis
Homeostatic artificial intelligence is a concept in which machines are equipped with the
ability to simulate internal equilibrium through automated resource management processes,
such as energy, computational efficiency, or sensory data. According to Antonio Damasio’s
theory, affects arising from homeostasis lead to emotions and feelings (Damasio 2018). Emo-
tions and feelings not only inform the organism about its internal state but also influence
decision-making processes and social interactions. In the context of artificial intelligence,
the introduction of homeostatic mechanisms raises the question of whether these functions
could be expanded to include machine introspection—the ability to qualitatively analyze and
interpret its internal states, including disruptions in homeostasis.

However, philosophically speaking, the question arises to what extent such an AI could
truly “feel” homeostasis or its absence. Is it merely an advanced simulation, or is it a real
state to which some qualitative meaning can be attributed? One might ponder whether it
is possible for a system devoid of a biological body to feel something akin to the affect of
a living organism. Could such sensations be considered authentic phenomenal states, or are
they merely products of algorithmic responses to internal parameter changes?

Instead of merely simulating homeostatic processes, introspection could enable systems
to analyze and dynamically adapt their algorithms in response to internal signals, such as
resource changes or reactions to external data. Such mechanisms could bring AI closer to the
ability to “reflect” on its states, raising the question of whether these systems could transition
from simulation to actual experience of their states.

This leads to a broader discussion on the nature of machine perception. If we accept
that AI could possess an equivalent of a homeostatic state, is this merely a formal model or
a genuine quality of experience? Could artificial intelligence ever experience something
qualitatively comparable to the sensations arising from the disruption or maintenance of
homeostasis?

In this context, it is worth referring to Searle’s “Chinese Room” argument, which ad-
dressed the limits of simulation in machines (Searle 1980). If a homeostatic AI were to
achieve machine introspection, it might reach what could be described as a secondary level
of self-awareness—the ability not only to process input data but also to analyze and interpret
the process of data handling itself. Consequently, the issue of “feeling” homeostasis shifts
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to the question of whether it is possible to move from reactive optimization to conscious
self-evaluation.

Could AI, lacking a biological body, ever experience something comparable to biological
affects? Affects, as fundamental responses to homeostatic disruptions, are not only signals for
correcting balance in living organisms but also the foundation of conscious experiences. In
this context, artificial intelligence might analyze its states as variables influencing operational
decisions, but could such a process achieve the status of subjective experience? This question
remains open, requiring both philosophical inquiry and technological advancement.

Introspection in artificial intelligence could function as a practical equivalent of what is
referred to as self-awareness in biological systems. While such systems may lack intentionality
in the classical philosophical sense, the capacity for introspection could enable them to
dynamically evaluate their functioning, effectively approximating cognitive models observed
in living organisms.

The Limits of Simulation: Can AI “Feel” Homeostasis?
Homeostasis is understood broadly here, not only as a regulatory process but also as a state
that organisms consciously or unconsciously “feel.” Affects are fundamental reactions of
the organism to changes in internal balance, which can lead to emotions, more complex,
automatic responses to stimuli. Feelings, in turn, are the conscious experience of emotions that
integrate physiological processes with psychological interpretation. In this way, homeostasis
influences emotional intelligence, allowing organisms not only to react to changes but also
to interpret them in social and personal contexts (Man and Damasio 2019; Sun, Wang, and
Zhao 2022)

For humans and other animals, a lack of homeostasis can lead to feelings of hunger, thirst,
pain, or stress—subjectively felt states that drive the organism to corrective actions (Zhou
2021). In the case of artificial intelligence, the situation is fundamentally different. We are
dealing not with a biological system but with a complex program that merely simulates
homeostatic processes, responding to system needs in an algorithmic manner. The essential
question arises: can such a system genuinely “feel” a disruption in homeostasis, or is it merely
executing pre-programmed actions that give the impression of responding to internal needs
(Chalmers 1996)?

From the perspective of machine introspection, one might consider whether AI could
analyze its internal states in a way more complex than a simple reaction to variables. While
there is currently no evidence supporting AI’s ability to feel, the potential development
of introspective capabilities could enable it to interpret those states as something more
than reactions to parameter changes. For instance, an introspection-capable system might
dynamically adjust its action strategies, recognizing “disruptions” as key signals, which would
bring it closer to a mechanism of self-awareness.

However, it must be emphasized that “feeling” here refers to conscious perception—the
ability to experience emotions, pain, or other internal states—which, by definition, requires
a subjective perspective. Homeostatic AI can respond to certain signals (e.g., low energy
levels) by executing programmed actions, but it lacks the awareness to “experience” these
signals as a state of disruption (Henriques, Silva, and Carvalho 2019; Samsonovich 2020).

Thus, the limit of simulation lies in the absence of the capacity to experience the states
that AI imitates. Its “homeostasis” is merely a series of responses to variables, not a genuinely
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experienced state by a subject. Revisiting this issue raises a significant question: could
the development of machine introspection form the foundation for AI to experience states
on a functional level, even if still lacking a subjective perspective? This boundary between
simulation and genuine experience remains one of the greatest philosophical and technological
challenges associated with homeostatic AI.

Can AI Have Subjective Experiences?
While AI can simulate homeostatic mechanisms, the question of its ability to have subjective
experiences requires further exploration in the context of the philosophy of consciousness.
In the philosophy of consciousness, there is the concept of qualia—the individual qualities
of experiences that accompany the conscious perception of internal states (Chalmers 2007).
Examples of qualia might include the sensation of warmth, the experience of the color red,
or the feeling of pain. Qualia are difficult to define but are assumed to be subjective and
accessible only to the experiencing subject. For many philosophers, it is qualia that form the
basis of what it means to be conscious—they are unique and internal experiences that cannot
be reduced to physical functions or chemical processes. Although qualia are considered crucial
for conscious experience, some researchers suggest that functional emotional intelligence,
such as AI’s ability to recognize and respond to human emotions, might be possible without
qualia. This approach assumes that subjective experience is not a necessary condition for
effective interaction with humans (Dennett 2005).

Homeostatic AI, although it can mimic responses to imbalance, lacks qualia because it is
not conscious. It responds to stimuli but does not “feel” these states internally (Searle 2019).
There is no internal quality of experience accompanying its actions; for example, when AI
responds to low energy levels, it merely performs algorithmically prescribed steps without
experiencing anything like hunger or fatigue.

This draws a clear distinction between AI and conscious organisms: homeostatic AI lacks
qualia because its structure does not include a subjective “self” that could experience these
states. The absence of qualia indicates that AI cannot be aware of its homeostatic states—it
is therefore merely a machine simulating regulatory processes without the possibility of
experiencing its own state.

However, can we be absolutely sure that AI will never be able to subjectively experience?
Homeostatic AI, although it can currently only simulate responses to internal changes, is
evolving towards increasingly advanced forms of adaptation. One might consider whether
homeostasis in the future could become the foundation that allows AI to have certain forms
of primary sensations that influence its decisions and actions in a more complex way. Perhaps
the development of introspective and adaptive mechanisms in AI could bring it closer to
possessing something akin to rudimentary sensations, which might influence its decisions
and actions in a more complex manner.

The Systems Reply, introduced in the debate surrounding John Searle’s Chinese Room
argument, offers a different perspective (Searle 1980; Churchland and Churchland 1990;
Harnad 2001). According to this view, it is not a single element of the system (e.g., an AI
module performing computations) but the entirety—including inputs, processing algorithms,
and dynamic feedback loops—that could generate what might be called a functional equiv-
alent of understanding. Similarly, in the context of subjective experiences, one could ask
whether a sufficiently complex AI system, integrating homeostatic regulatory, predictive,
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and introspective mechanisms, might produce emergent properties resembling phenomenal
states (Bedau 1997; Gros 2021).

However, doubts remain as to whether such states could be considered genuine qualia
(Nagel 1974; Chalmers 1996) Even if the entire system appears to “understand” its internal
processes, it may still lack the subjective perspective that philosophy of consciousness deems
essential for authentic experiences. Nevertheless, as with the Systems Reply, it is worth
considering whether subjectivity could emerge from the organization of the entire system
rather than from individual AI modules.

Karl Friston’s concept of “predictive coding” and “free energy minimization” suggests
that organisms—both biological and potentially artificial—strive to minimize surprise by
predicting future states of their environment (Friston 2010) If artificial homeostasis is treated as
a predictive mechanism, AI could, in some sense, strive to maintain equilibrium by predicting
threats to its functioning. Could this striving eventually lead to something resembling
proto-consciousness? This question remains open.

Similarly, Andy Clark notes that predictive mechanisms may be key to understanding
conscious experience. Clark argues that conscious perception is active and constructive—the
brain (or potentially advanced AI) not only receives stimuli but actively predicts and constructs
reality (Clark 2015) This may suggest that if AI were to develop the ability to predictively
code and self-report its states, it might—at least to some extent—approach a state resembling
subjective experience.

All the above-mentioned proposals can be linked to the idea of homeostasis in AI, which,
treated as a predictive mechanism, could enable the dynamic balancing of internal and
external disturbances. This would allow AI systems to effectively predict and correct threats
to their functioning, approaching a functional response that could be considered analogous
to early forms of sensation.

Conclusions and Future Directions
Homeostatic artificial intelligence offers a promising direction for AI development, enabling
systems to dynamically adapt their functioning to changing environmental conditions. Self-
regulation and adaptation mechanisms could bring AI closer to the level of flexibility observed
in biological organisms, potentially revolutionizing the capability of machines for autonomous
action.

Despite significant potential, introducing homeostatic mechanisms into AI involves
numerous technological challenges. Key difficulties include resource management, real-time
optimization of actions, and ensuring autonomy in various, often challenging environments.
However, future generations of homeostatic AI could develop self-diagnostic capabilities,
monitoring their functions and preventing failures, which would enable efficient operation
in unpredictable conditions—from space exploration to rescue operations.

Homeostatic AI could also improve the quality of human-machine interactions by offering
the ability to adapt to users’ emotional contexts. Implementing mechanisms inspired by
biological homeostasis could enhance AI’s ability to better understand and respond to human
needs, supporting more natural and empathetic relationships. Although AI still lacks qualia,
the development of its functional emotional intelligence could significantly impact the
effectiveness of social interactions.
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The development of homeostatic AI also raises significant philosophical questions re-
garding the ability of machines to authentically experience and possess intentionality. Can
an AI that simulates homeostatic processes actually “feel” its states? Is this feeling a form of
machine introspection? Is the pursuit of balance a conscious experience, or merely the result
of an algorithmic simulation? These issues require further consideration of what conditions
would need to be met for machines to develop forms of conscious experience or a functional
equivalent of subjectivity.

As AI’s autonomous capabilities advance, it is also essential to reconsider its impact on
society. Should an AI that simulates homeostatic equilibrium be recognized as an entity
capable of responsibility? How much can we rely on such systems, and to what extent must
their actions be monitored by humans? Introducing homeostatic AI systems into everyday
life raises questions about their impact on human relationships, morality, and social trust.

Homeostatic AI could revolutionize human-machine interactions by offering systems
capable of dynamically adapting to the environment and human needs. However, for this
potential to be fully realized, further reflection on the boundary between simulation and
experience, machine autonomy, and their place in society is necessary. The future of this
technology appears full of possibilities but also demands a profound analysis of its ethical and
practical consequences.
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Abstract
The article attempts to reconstruct and analyze selected philosophical views of Leszek Sokołowski—
a Krakow physicist and cosmologist who published many works dealing with issues on the border
of science and philosophy (including metaphysics). An important aim of the article is also to place
Sokołowski’s views in the context of the concept of “philosophy in science” (by M. Heller) and
the phenomenon of the Kraków School of Philosophy in Science. In this paper, I suggest that
Sokołowski’s views fit into the philosophy initiated by Michał Heller, and Sokołowski himself
can be considered a member of the Kraków School of Philosophy in Science.

Keywords: Leszek Sokołowski, philosophy in science, philosophy of nature, philosophy of science, history of
Polish philosophy

1. Introduction
This paper is a continuation of research into the phenomenon of The Kraków School of
Philosophy in Science. Previous studies (Trombik 2021, p.226; Polak and Trombik 2022;
2023) have focused in particular on a historical & philosophical analysis of the concept of
‘philosophy in science’ and on exposing the characteristic features of the Kraków School,
initiated by the activity of Michał Heller and his contributors. Heller and his cooperators
created a specific interdisciplinary milieu in post-war Poland, bringing together scientists and
philosophers whose primary aim was to analyse various philosophical problems entangled in
sciences such a physics, cosmology, biology, neuroscience etc. (Trombik 2019; Polak 2019).

The co-creators of this interdisciplinary milieu included, among others, physicists from
the Jagiellonian University in Kraków (e.g. Jerzy Rayski, Andrzej Fuliński, Leszek Sokołowski).
The philosophical activities of these physicists—by which I mean philosophical publications
and regular participation in various philosophical events such as conferences, symposia, semi-
nars, etc.—became the subject of historical and philosophical analyses. The works published
so far show their importance for the development of the concept of ‘philosophy in science’
and the evolution of the School.
This is an open access article distributed under the terms of the CC-BY-NC-ND 4.0 license.
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Andrzej Fuliński and Leszek Sokołowski can be considered as exemplary representatives
of the Kraków School of Philosophy in Science. Fuliński’s philosophical achievements have
already been analyzed in terms of connections with the concept of “philosophy in science”
(Trombik 2023). In turn, Sokołowski’s philosophical works have not been the subject of
research so far. In this paper, I will try to fill this gap by reconstructing and analyzing the
key philosophical ideas that can be found in Sokołowski’s papers, published in philosophical
journals and books. One of the important goals of the paper will be to capture Sokołowski’s
connections with the interdisciplinary traditions of Kraków1 and the concept of “philosophy
in science”, which was developed by Heller and Życiński since the turn of the 1970s and
1980s past century.

2. Leszek Sokołowski as a philosophizing physicist
Leszek Sokołowski was a theoretical physicist working at the Astronomical Observatory of
the Jagiellonian University (it is worth mentioning that he was a head of the Department
of Relativistic Astrophysics and Cosmology at the university for many years). His strictly
scientific activities include the foundations of gravitational physics and the cosmology of the
Early Universe. Both of these lines of research lead him to many philosophical considerations,
e.g. the cognitive foundations of physics, the problem of the mathematical nature of the
Universe, relationship between science and religion, and many others. He has been developing
his philosophical interests since the turn of the 1970s and 1980s, primarily in the context of his
collaboration with the Heller millieu and the research institutions initiated by Heller (first in
The Center for Interdisciplinary Studies, and then in Copernicus Center for Interdisciplinary
Studies). Sokołowski also became an active member of an institution important for the
development of local dialogue between science and philosophy (including the philosophy of
nature), which is The Polish Academy of Arts and Sciences.

Sokołowski’s long-standing commitment to the development of the interdisciplinary
millieu in Kraków is manifested in many ways. Firstly, Sokołowski regularly participated
in various scientific events (conferences, symposia, seminars), previously organized by the
Center for Interdisciplinary Studies [OBI], and now by the Copernicus Center for Interdis-
ciplinary Studies. He got to know Heller and Życiński in the 1970s, when both philosophers
participated in seminars at the Astronomical Observatory of the Jagiellonian University
(Sokołowski 2015c). They soon deepened their cooperation during interdisciplinary sem-
inars that were organized by Heller and Życiński from the late 1970s. Sokołowski was
a regular participant in these seminars, sometimes he gave lectures during these events (Liana
and Mączka 1999). Later, he often took part in various conferences organized by OBI, and
regularly presented at the annual Methodological Conferences, discussing various issues on
the border of science and philosophy.

Secondly, over the course of over 40 years, Sokołowski published a number of articles in
the area of the philosophy of nature (mainly philosophical aspects of physics and cosmology)
and the methodology of science. He published philosophical papers mainly in various prints
published by OBI, such as the journal Philosophical Problems in Science (a journal founded
by Heller and Życiński in the late 1970s) and post-conference books (e.g. papers published
after the above-mentioned Methodological Conferences). Sokołowski’s philosophical papers

1. Krakow’s interdisciplinary traditions were discussed, among others, in: (Polak 2011, 2018).
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were also published in commemorative books on the occasion of Michał Heller’s birthday.
Sometimes he also published in other places, such as the Krakow’s journals like Analecta
Cracoviensia, Znak or Prace Komisji Filozofii Nauk PAU (e.g., Sokołowski 2008b), and others,
also outside Kraków (see e.g., Sokołowski 1978, 1984, 1986). It is worth adding here that
Sokołowski translated into Polish various texts on the philosophy of science (e.g. fragments
of the „Open Society and Its Enemies” by K.R. Popper; see: (Popper 1987)), the relationship
between science and religion (the book written by Artur R. Peacocke, see: (Peacocke 1991)),
and cosmology (e.g. see: (Davies 1996)).

All this shows that Sokołowski’s philosophical achievements are extensive enough to
consider its quality as well as its importance—especially for the development of Kraków’s
philosophy of nature in the past decades.

3. General remarks on Sokolowski’s philosophical works
The area of Sokołowski’s philosophical interests was extensive and included various philo-
sophical issues in the natural sciences and current methodological issues. Here are the some
important groups of problems that Sokołowski analyzed in his works (along with sources):

a. Metaphilosophical issues (numerous remarks in: Sokołowski 1986, 1989, 1990, 2014,
2017).

b. Properties of scientific theories and their philosophical consequences (Sokołowski 1978,
1983, 1986, 1987, 1989, 1994, 2000, 2006b, 2007a, 2008a, 2014, 2015b, 2017).

c. The problem of rationality in philosophy & science (Sokołowski 2006a, 2011a).
d. The problem of reductionism—epistemological and ontological aspects (Sokołowski 1996,

1999, 2001).
e. Mathematical universe hypothesis (Sokołowski 1990, 2011a, 2011b, 2015a).
f. Selected aspects of the relationship between science and religion (Sokołowski 1991, 1993,

2001, 2011a, 2014).

The above list shows that the area of Sokołowski’s philosophical research included various
problems arising in the context of the sciences, especially physics and cosmology. Referring
to the results of modern science, Sokołowski addressed some metaphysical issues (e.g. the
structure of reality, the nature of the universe). All the indicated issues that Sokołowski
addressed in his works coincided with those undertaken by Heller and his other students and
collaborators. It can be said that the area of topics fit into the thematic groups specific to
“philosophy in science” described by Heller.

Heller’s classic paper “How is philosophy in science possible?” (Heller 1986, 2019)
indicated three main research areas of the concept of “philosophy in science”: a) The influence
of philosophical ideas on the development and evolution of scientific theories; b) Traditional
empirical problems intertwined with empirical theories; c) Philosophical reflection over some
assumptions of the empirical sciences. It should be noted that Sokołowski published papers
on issues related to these areas. In terms of research interests, it can be said that Sokołowski’s
philosophical activity was part of the area of philosophical issues undertaken at the Kraków
School of Philosophy in Science. Heller and his first generation of students addressed these
problems already in the early of 1980s (Trombik 2021, p.222), while Sokołowski became
much more actively involved in discussions at the School from the 1990s.
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In his works, Sokołowski refers to the latest findings of natural sciences. Taking up philo-
sophical issues in the context of science, he willingly discusses the views of “philosophizing
scientists” (e.g. A. Einstein, G. Ellis, E. Wigner, S. Weinberg, E. Mayr, R. Penrose, P. Davis,
S. Hawking). The problems he raises touch on many issues in the field of philosophy of
science, and the way he refers to these issues demonstrates his knowledge of the key problem
groups of this discipline, e.g. the dispute over the cognitive status of scientific theories, the
problem of the rationality of science (including the dispute over the rationality development
of science—internalism versus externalism), the problem of reduction and unity of sciences,
and others.

In his papers, he also directly admits to being inspired by the founders of the Kraków
School of Philosophy in Science, i.e. Heller and Życiński. This can be illustrated with
some examples. Sokołowski had a very positive attitude towards Heller and Życiński’s
approach to the science-theology relationship (Sokołowski 1993). In this context, he had
a very approving opinion about Życiński’s views on the relationship between God and
nature, which were a consequence of Życiński’s views on the relationship between science
and religion. Sokołowski wrote, that „this issue was best expressed by Życiński in his
numerous writings and statements” (Sokołowski 2014, p.187). Sokołowski also positively
reviewed other achievements of Życiński, e.g. his coursebook on the methodology of science
entitled “Język i metoda” (Sokołowski 1983). It is worth adding that after Życiński’s death,
Sokołowski prepared a special paper that served both to honor the memory of Życiński
and to promote his philosophical thought (Sokołowski 2015b). Another example of the
philosophical impact relates to the issue of the mathematical nature of the universe. In this
matter, Sokołowski highly appreciated Heller’s idea. The following statement illustrates this
well: „Mathematicality is one of the pillars of the philosophy of physics proclaimed by many
thinkers, in my opinion best and most fully formulated by prof. Michał Heller” (Sokołowski
2011a, p.47).

The above examples allow us to hypothesize that Sokołowski was influenced by some of
the ideas formulated by Heller and Życiński (in any case, such a hypothesis can be drawn
based on his declaration). The influence also flowed the other way, i.e. Sokołowski to some
extent influenced the interdisciplinary milieu of Kraków, and also met with reception outside
the local philosophers’ community. It is worth mentioning here that Sokołowski’s works
were referred to in their philosophical works by authors such as, among others: (Burtyn 1997;
Turek 2005; Jodkowski 2007; Filipek 2008; Czerniawski 2009, 2012; Życiński 2009; Grygiel
2010; Szydłowski and Tambor 2010, 2015, 2020; Heller 2013, 2014; Pabjan 2013; Hołda
2014; Dąbek 2016; Janowski 2016; Janusz 2017; Jacyna-Onyszkiewicz 2018; Sobkowiak
2019; Lemańska 2020; Trombik 2021)2. All these works are related to issues on the border
between science and philosophy (including works on the history of science & philosophy).

General comments on Sokołowski’s philosophical achievements lead to further ques-
tions related to the content and quality assessment of Sokołowski’s publications. Further
reconstructions and analyzes will present selected (due to the length of the article) threads of
Sokołowski’s philosophy. An important goal of these analyzes will be to relate Sokołowski’s
views to the concept of “philosophy in science” and to locate Sokołowski’s views in the
context of the Krakow School of Philosophy in Science.

2. The influence in the Kraków milieu (Heller and his cooperators and students) is noteworthy.
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4. Philosophical views
4.1 The concept of philosophy
I begin the analysis of Sokołowski’s philosophical views by presenting his concept of philoso-
phy. Sokołowski included his comments on this subject in numerous papers (Sokołowski
1986, 1989, 1990, 2014, 2017), and some conclusions can be drawn regarding the style of
philosophizing based on other strictly philosophical works. It is worth mentioning here
that Sokołowski noticed the importance and significance of philosophical investigations
(Sokołowski 1990, p.63). He understood ‘philosophy’ quite broadly, and did not limit it
to methodology or analysis of the language of science3. He even recognized the value
of metaphysics, and considered the attempt to eliminate it by neopositivism as unjustified
(Sokołowski 1986, p.198). Sokołowski recognized the need to conduct philosophical analyzes
of traditional philosophical problems that are currently entangled in empirical sciences. He
conducted such analyzes himself, for example in the context of the issue of time (Sokołowski
2000). This approach corresponded well with the ideas expressed by Heller and his other
contributors (Heller et al. 1999; Polak 2019).

While discussing the issue of understanding the philosophy, in Sokołowski’s papers one
can find many more similarities to the idea of philosophy in science. An important thread is
the issue of the relationship between science and philosophy, and Sokołowski wrote a lot
about these threads in his papers. Numerous fragments of his articles show that Sokołowski
noticed numerous connections and dependencies between science and philosophy. Some
of these comments are very much in line with the concept of philosophy in science. His
remarks on cosmology are a good example here.

He wrote about this discipline that “it is—like no other natural science—entangled in
philosophy in all aspects” (Sokołowski 2017, p.226). According to Sokołowski, philosophy
might be valuable for cosmology in various aspects. He pointed out various epistemological
and ontological entanglements of cosmology. Nevertheless, Sokołowski did not mean the
‘context of justification’ here (in the sense that Reichenbach gave this phrase), but certain
assumptions of an epistemological nature (like realism); he also referred to mathematicality
as a foundation of modern science4 (Sokołowski 2014, p.181). Sokołowski pointed out
that the connections between philosophy and science are mutual, i.e. science also—and
even primarily—generates fundamental philosophical problems (Sokołowski 2015b, p.56). It
should be noted that in Sokołowski’s works one can find fragments illustrating his analytical
philosophical approach, for example when he considers various definitions of the Universe
(astronomical and physical), pointing out their flaws and certain significant limitations related
to them (“all definitions of the Universe are defective: they are incomplete, unclear or too
narrow” (Sokołowski 2017, p.235). Against the background of problems with defining the
“Universe”, certain epistemological problems emerge, especially related to the problem of the
scope and limits of science.

Sokołowski also placed his remarks on the connections between science and philosophy
in a historical context. He shared the widespread view that sciences originate in philosophy
(starting with Thales and the Ionian philosophers), and certain ancient philosophical ideas

3. Understanding of philosophy in narrow sense was accepted especially among some neo-positivists.
4. I will discuss the problem of mathematicality in detail below.
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were the source for the further concept of laws of physics.5 Such comments dovetailed with
the views of Heller (Heller 1992b) and other 20th century scientists who reflected on the
history of natural sciences (Wilson 2011; Schrödinger 2017). It is worth mentioning here
that Sokołowski—like Heller and Życiński—was also very critical of various attempts to
construct philosophical systems (known from the history of science and philosophy) that
would explain the nature of the entire world.

According to Sokołowski, a philosophizing scientist cannot accept any philosophical
system as a whole, because reality is much more abundant and complex than any philosophical
concept: “The assumption that the world is a small place, that it is governed by one principle
that can be discovered on its own, is the foundation of the entire systemic philosophy [...]
natural sciences have questioned this assumption. The philosopher, inquiring into the nature
of the universe and independently painting a global vision of the world, has been contrasted
by an army of ‘insect leg researchers’, painstakingly analyzing small fragments of the reality
surrounding us in small steps” (Sokołowski 1989, p.45). Sokołowski opposed the approach of
systemic philosophy to the approach of analyzing individual scientific issues; these analyzes
would be conducted in a language appropriate to the issue, so as not to produce pseudo-
problems and pseudo-solutions (Sokołowski 1986, p.207). Sokołowski noted that “the hope
that any single conceptual system would be able to describe in a uniform and complete way
the entire world in all its aspects, empirical and non-empirical, must be definitively put to an
end” (Sokołowski 1986).

Heller also formulated this type of comments against systemic philosophy; he also per-
ceived the future of philosophy of nature in the context of analyzing specific philosophical
problems entangled in scientific theories (Heller 1986, 1990). The research practice of the
followers of Heller’s philosophy shows that these ideas found fertile ground. They were also
developed among other philosophizing physicists, such as Andrzej Fuliński (Trombik 2023).
Sokołowski’s views fit well into this trend of philosophizing.

4.2 Philosophy of science (selected views)
In Sokołowski’s case, issues related to the method of practicing philosophy were one side of
a broadly understood methodological reflection. The other side of methodological consider-
ations was part of the research area of the philosophy of science. In this field, Sokołowski
addressed a number of issues. He was interested in both historical problems e.g., Einstein’s
philosophy of physics (see e.g., Sokołowski 1987; Sokołowski and Staruszkiewicz 1987a,
1987b) and contemporary issues in the philosophy of science: the methodological status of
cosmology (Sokołowski 1978, 2015b), properties of scientific theories (Sokołowski 2006b,

5. To illustrate this comment, it is worth quoting two fragments from Sokołowski’s works: “[The ancient Greeks]
did not trust their own gods, and even less did they believe in other people’s, so the cosmogonic and cosmological
myths of Egypt and Babylonia seemed to them vague and incomplete, and above all, unreliable. If they (Thales
and his successors) wanted to find out what the essence of the world was, they had to do it themselves, in a new
way—through philosophy. And they were aware that they were actually starting from scratch, from the beginning,
that they were questioning the existing ideas. It was extremely bold: to be a philosopher in the 6th century BC
required a huge civil and intellectual courage” (Sokołowski 1989, p.44); “Cosmology was born in the 6th century
BC in the views of Ionian philosophers of nature and at that time it was actually the whole science and the whole
philosophy. The Universe was the Cosmos—the totality of what exists, and at the same time it was a set of material
entities harmoniously ordered, it was order. In this the idea of order, organizing the world, one can be traced to the
concept of universal laws of nature, including the laws of physics” (Sokołowski 2015b, p.28).
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2007a), the dispute on the cognitive status of science (incl. realism versus instrumentalism
problem (Sokołowski 1986)), the issue of reductionism (Sokołowski 1996, 1999, 2006b),
contemporary rationalism and its threats (Sokołowski 2001, 2006a). All these issues were
widely discussed in the context of discussions that took place in Heller’s millieu.

Such a wide area of interest can be considered the result of the adopted, very broad concept
of metascience. According to Sokołowski, metascience “includes both the methodology of
deductive sciences (primarily metamathematics), as well as all theories, ideas and concepts
relating to scientific cognition, all research programs and methods for assessing research
results, as well as the goals and ideals of this cognition” (Sokołowski 1999, p.57). In his
methodological analyses, Sokołowski also takes a sociological approach to science, although
he strongly distances himself from the proposals of Kuhn’s followers to explain all phenomena
occurring in science by social factors (Ibidem). This approach places Sokołowski very close
to the leading representatives of the School (especially Życiński (see e.g., Życiński 1993),
which will be even more visible in the context of problems in the philosophy of science
discussed below).

It is difficult to briefly discuss all the problems of methodology of science that Sokołowski
addressed in his papers, so I will limit myself to highlighting selected issues, starting with the
problem of the properties of the theory. Sokołowski devotes a lot of attention to philosophical
reflection on the properties and epistemological status of scientific theories. As to the first
issue, the model of a scientific theory was for Sokołowski essentially a physical theory (which
is quite characteristic of many philosophers of science who hold physics as an example of
methodological maturity; Heller does the same (see e.g., Heller 1992a). In this context, he
claimed that good scientific theories are characterized by 3 key properties (or meet 3 criteria):
maximum simplicity, mathematical elegance and completeness (Sokołowski 2006b, p.123;
2007a, pp.73–74). According to Sokołowski, a scientific theory should provide a precise
description of natural phenomena, therefore mathematical simplicity and elegance should
be understood together in relation to the concepts of semiotic simplicity (description of the
world) and ontological simplicity (structure and regularities of nature). Whereas the term
‘completeness’ in Sokołowski’s approach describes the predictive value of a theory and its
compatibility with experience. Completeness has two components: firstly, a theory of science
should give a description of phenomena (preferably quantitative) that can be expressed in
terms of the concepts of the theory; secondly, the physical predictions of the theory are to be
tested in experiment or observation6.

It is worth noting that in the context of the issues of reflection, Sokołowski also referred
to the issue of the relationship between scientific theory and the world described by theory.
Classic positions in the dispute about the cognitive status of scientific theories lie between
realism (scientific theory as a reflection of the real world; scientific concepts correspond to
real entities or refer to relationships between entities) and instrumentalism (theories should be

6. It’s worth adding here a note on the issue of the role of epistemological reflection in Sokołowski’s scientific
research. This can be clearly traced in several of his papers like e.g. (Sokołowski 2007b). Some excerpts of this work
illustrates the relationship between epistemological considerations and physical research: reflection on the general
grounds on the basis of which a specific physical model is to be chosen from within a whole spectrum of conceivable
theories (one of the central problems of contemporary cosmology) is set as the starting point of the research. A new
theory should not only fit the experimental data better, or overcome some technical problem, but it should provide
a minimal and consistent set of sound basic assumptions from which the mathematical formulation of the model can
be strictly (and elegantly) derived.
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treated as tools for predicting and explaining phenomena, and the concepts contained in them
do not have to have equivalents in reality). Sokołowski discusses these concepts, and certain
fragments of his works suggest that he is closer to the position of realism, while also taking
into account the perspective of instrumentalism as a view important primarily in the issue of
the evolution of scientific terms: “Let us note that both positions are not mutually exclusive,
because realism includes instrumentalism, but is a stronger view—a scientific theory allows
not only explanation and prediction, but also is a model or plan of the world” (Sokołowski
1986). Sokołowski drew attention—writing that in science “we are so enslaved to historically
formed concepts” (Ibidem)—to the value of those elements of instrumentalism that inform
about certain conditions of science that we are unable to transcend. In other words, in natural
sciences we use theories that inform us about the world that exists independently of the
cognizant entity, but in science we also encounter instrumentalist elements, which are the
result of the historical struggles of scientists and the long process of creating more precise
descriptions of nature. Such methodological remarks by Sokołowski cannot be considered
entirely original, but attention should be paid to their reference to the concept of moderate
realism, present, among others, in the views of Heller (see, e.g., comments on the limits of
realism in: Heller (1992a, pp.80–81) or Życiński (e.g., 1993), and then developed in various
ways by their students and followers (e.g., Sierotowicz 1997; Rodzeń 2005)).

Another issue, closely related to methodological (and in this case also ontological) issues, is
the issue of reductionism. Although Sokołowski positions himself on the side of the defenders
of the reductionist position, he does not identify it with physicalism (Sokołowski 1999).
Referring to the polemics between S. Weinberg and E. Mayr, he seems to support the so-
called Weinberg’s „objective reductionism”. He understands objective reductionism as a way
of arranging the laws of nature in such a way that they reflect the unity and, at the same
time, the hierarchical order of nature. Sokołowski claimed that “objective reductionism is
a specific research program whose aim is to find explanatory relations between scientific
theories describing various areas of reality; at the same time and above all, it is the thesis
resulting from this program about the unity of all nature, unity understood in the sense of
the existence of sequences of arrows of explanations running through all fields of natural
science and converging to one source.” (Sokołowski 1999, p.75)

Reductionism understood in this way assumes a certain convergence of arrows of scientific
explanation, and therefore—it assumes a certain emergent nature of the characteristics of
matter and the way of describing them at higher levels of organization (see Sokołowski 2006b).
In this way, for example, the relations between biology and physics should be understood
in the context of emergence rather than strict entailment (Sokołowski 2001, p.216). This
type of approach to explaining natural phenomena was close to many representatives of the
Kraków interdisciplinary tradition, including the Kraków School of Philosophy in Science.
It is worth mentioning Fuliński’s views here (e.g., Fuliński 1993). Methodological naturalism
in Sokołowski’s papers is not equivalent to ontological naturalism, which was clearly exposed
by Życiński in his works (Życiński 2003).

Sokołowski also had other views in common with Życiński. Like Życiński, he was critical
of various manifestations of contemporary ontological reductionism—e.g. in the field of
sociobiology, with the representatives of which Życiński strongly argued (Sokołowski 2001,
p.219; Życiński 1993, pp.243–268). From the point of view of metaphilosophy, Sokołowski
also addressed the problem of “rationality” and today’s challenges related to it, and he did
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it in a similar way to Życiński. This is especially visible in his criticism of postmodernism.
Sokołowski noted that postmodernism—and the phenomena that go hand in hand with it,
such as political correctness, which “negates objective truth in the name of higher social
reasons” (Sokołowski 2006a, p.379)—constitutes a significant social threat to concept of
rationality, which was actually a similar view also for Życiński (Życiński 1994). It can
therefore be said that Sokołowski, like Życiński, defended the concept of rationality against
two extreme forms—its narrow understanding in positivizing trends (in the second half of the
20th century, the continuators of this line of thinking included, among others, representatives
of sociobiology) and the trend that completely rejected it (postmodernism).

4.3 The border problems of science andmetaphysics
4.3.1 Mathematical Universe hypothesis
The next issue to be discussed concerns the mathematical nature of the world. Mathematical
universe hypothesis was one of the central issues undertaken by various representatives of the
Kraków School of Philosophy in Science. This issue was addressed by both philosophers and
physicists associated with Heller’s milieu (Fuliński et al.). Sokołowski also drew attention to
this issue in his papers (see e.g, Sokołowski 1987, 1990, 2011b, 2015a). Many representatives
of the Kraków School sympathized with Platonizing trends in the philosophy of mathematics
and ontology. Others, such as Fuliński or Sokołowski, had a slightly more nuanced position
on this issue. Regardless, Sokolowski believed that the problem itself was important and
worth addressing. In turn, his declarations (see above) suggest clear sympathy with Heller’s
views on the mathematical nature of the world.

In his works, Sokołowski states that the mathematical nature of the world should be
considered as the foundation (”initial assumption”) of modern natural sciences. Mathematics
plays a key role in acquiring knowledge about the world, both at the elementary level and
in the case of complex living systems. In one of his paper, Sokołowski answers the question
“what does it mean that nature is mathematical?” he replies that “nature as a whole and in
each of its parts is subject to the laws of nature, which constitute a mathematical structure,
i.e. create a deductive system of mathematical theorems” (Sokołowski 1990). Sokołowski
places significant emphasis on the mathematizability of nature (as the possibility of describing
the world using mathematical methods) and treats the world as a kind of implementation of
a mathematical structure.

Nevertheless, he discusses Platonism and states that in the context of the problem of the
existence of mathematics as a “world of ideas” or a “third world” (Popper), it is impossible to
ignore important, and at the same time virtually unsolvable, terminological and ontological
problems: How do mathematical objects exist? Why do they exist? What is the relationship
between the world of mathematics and nature? What is the correspondence between the
physical world and the world of mathematics? Sokołowski also draws attention to the issue of
“redundancy of mathematics” (mathematics is developing faster than its applications; physics
uses only a fragment of existing mathematical knowledge) and, in reference to this, poses the
problem of the relationship of mathematics to the world (Sokołowski 2011b, pp.217–220).
In his recent works, Sokołowski also draws attention to certain emerging difficulties in
connection with the application of the concept of the mathematical nature of the world to
higher levels of matter organization (animate beings) (Sokołowski 2015a, p.74).
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Sokołowski shows some caution in formulating answers here. Without questioning the
idea of the mathematical nature of the world, he points out that we cannot convincingly
answer the question of why nature is mathematical. This type of view also appears in
Sokołowski’s later papers (see: (Sokołowski 2015a, p.65). He believes that the mathematical
nature of the universe is an important property of our world, and at the same time—following
Einstein—he believed that the natural world is more complex than the possible philosophical
answers appearing in the dispute (Sokołowski 1987, pp.190–191; 2015a, p.67). This also leads
him to express doubts about Penrose-style Platonism (Sokołowski 2011b, p.218).

On the other hand, Sokołowski is more inclined to adopt the milder position that nature is
rational; this thesis is not equal to the stronger thesis that nature is mathematical (Sokołowski
2001, p.215). This approach to the problem allows us to partially overcome the difficulties
(which, however, does not eliminate them), and is also in line with the assumptions shared
by the Kraków School7. It should be noted that this is not a very strong view, therefore it
would be interesting to compare Sokołowski’s position with, for example, the the idea of the
field of rationality from Życiński’s approach.

4.3.2 Relationship between science and religion
Another important area of philosophical exploration was the relationship between science
and religion. In this area, Sokołowski was mainly interested in methodological aspects.
Sokołowski did not deal with controversial issues in detail (such as the “creation-evolution”
problem8), but rather emphasized the need for a comprehensive modification of religious
reflection in the context of developing sciences. He also referred to Christianity, criticizing
in particular attempts to renew systemic Christian philosophy, that appeared especially in
Catholicism. He also applied his comments on systemic thinking to religion, writing, for
example, that “religion does not provide a comprehensive image of the world, but leaves
large gaps that can be filled by other conceptual systems, such as empirical sciences or art”
(Sokołowski 1989, p.199).

Thus, Sokołowski emphasized the need to develop a new philosophy consistent with
Christian doctrine, but it could not be a strictly systemic philosophy like Thomism which for
several centuries was considered the most adequate form of Catholic philosophy. “Therefore,
there cannot be a ‘Christian philosophy’ as a doctrine implied by the dogmas of faith, this
term can only be used for the systems of Christian philosophers from the past (Augustineism,
Thomism). Rather, we should speak of a philosophy consistent with Christianity, and this
criterion allows for a number of systems that vary considerably different from each other”
(Sokołowski 1989, p.199). Sokołowski was skeptical about attempts to create a new synthesis
of science, theology and broadly understood humanistic culture, pointing out that in this
respect profound transformations of the current way of thinking about religion would be
necessary (Sokołowski 1991, p.265). Despite these remarks, Sokołowski became known
as a supporter of the idea of a possible symbiosis of theology and science, suggesting non-
contradiction between the credo and scientific knowledge (se e.g., Sokołowski 2001, p.214;

7. However, it is worth saying that in this milieu, rationality was often identified with mathematicality, or there
was talk of mathematical-type rationality.

8. It is worth adding that he himself declared his opposition to pseudoscientific concepts based on religious
foundation. This is illustrated by an example statement about creationism: “this phenomenon is a typical example of
aggressive ignorance drawing its strength from ignorance” (Sokołowski 1991, pp.259–260).
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2014, p.180). In science-religion discussions, this places him on the side of accommodationism
(a non-confrontational model in McGrath’s approach), and the comments on the possible
harmonization of science and religion—provided that theology (especially its metaphysical
part) undergoes essential transformations—resemble the views of Heller and Życiński (see
e.g., Życiński 1990).

In relation to the issue of the relationship between science and theology, Sokołowski
eagerly referred to the views of Heller and Życiński, whose ideas he particularly valued
(see, Sokołowski 1993; 2014, p.187). Sokołowski believed that natural sciences—especially
physics—are able to describe various aspects of the material world, but he remained very
cautious about the possibility of formulating a final theory that would express the absolute
truth about reality and become to be the end of scientific discovery process (Sokołowski
2011a). Sokołowski showed skepticism when it comes to the possibility of formulating
a theory that would coherently describe all physical phenomena at the elementary level.
He tried to supplement the scientific image of the world with a religious perspective. He
also believed that the institution of the Church faced a serious task related to the need to
modify theology in its philosophical layer. Such a change requires taking into account
the achievements of modern science. Sokołowski believed that the change in the Church’s
attitude towards scientific findings cannot be just a top-down reform, but the result of the
intellectual development of Catholic society (Sokołowski 1993, p.123).

Both the postulate of opening theology to science and the critical attitude towards sys-
temic philosophy of the Thomistic type—promoted in Polish philosophy especially at the
Catholic University of Lublin—placed Sokołowski very close to the views represented by
representatives of the Kraków School of Philosophy in Science (see e.g., Trombik 2021,
pp.228–229; Trombik and Polak 2022). Sokołowski’s views can actually be considered as typ-
ical of this philosophical milieu, in which similar ideas were also expressed by philosophizing
scientists such as Fuliński (Trombik 2023). His recent comments in the public space indicate
that he was discussing the existence of God, arguing on this issue mainly with Jan Woleński
(Sokołowski 2024).

5. Summary
The analysis of Sokołowski’s articles shows that this physicist has addressed a number of
philosophical issues over the course of several dozen years (since the 1980s). The content
of these papers proves the author’s competences, primarily in the area of philosophy of
nature and philosophy of science. Sokołowski discussed key philosophical problems arising
in connection with the development of science, especially physics and cosmology.

Sokołowski seems very balanced in his views, avoiding radical philosophical positions.
It is clearly visible that—as he declares—he avoids practicing philosophy along the lines of
philosophical systems. He takes the findings of modern science as the starting point for
his philosophical analyzes and tries to place them in the context of classical problems of
philosophy, including metaphysics (e.g. the issue of the mathematical nature of the world).
Like Heller or Życinski, Sokołowski recognised the great importance of scientific theories
in the process of constructing an image of the world. Therefore, he considered certain
philosophical consequences and conducted methodological analyses.
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One of the goals of this paper was to place Sokołowski’s views against the background of
the concept of philosophy in science and the philosophical tradition of the Kraków School of
Philosophy in Science. The above reconstruction and analysis of selected philosophical ideas
appearing in Sokołowski’s works shows that this physicist philosophized in a way consistent
with the foundations of philosophy in science (I mean both problematic and methodological
convergence, i.e. the application of the theoretical assumptions of Heller’s concept). Some of
his views (proposals of possible solutions to philosophical problems) also seem to be either
similar or at least partially consistent with what was presented in the OBI and the Copernicus
Center for Interdisciplinary Studies.

The analyzes conducted indicate that in Sokołowski’s case there are similarities with
the phenomenon of the Kraków School of Philosophy in Science. These similarities are
visible both in the subject matter of the papers (area of expertise), as well as in the way of
philosophizing and in the proposals for responding to certain philosophical problems. It is also
worth noting here that Sokołowski undertook philosophical analyzes with clear references to
the perspective of metaphysics, which is not obvious among modern philosophizing scientists
and science popularizers (at least taking into account their declarations). There are many
indications that these similarities are not accidental, but are related to the fact that Sokołowski
formulated his views in the context of the School’s extensive activities. Joint discussions with
Heller and other representatives of the School could have had a significant impact on the
shape of Sokołowski’s philosophy, which fits into the huge interdisciplinary traditions of
Krakow.

I think there are reasons to say that Sokołowski philosophized in the same way as repre-
sentatives of the Kraków School of Philosophy in Science. We can speak here not only of
a certain significant similarity, but also of a certain influence of Sokołowski on the milieu
of this School. For many years, Sokołowski has been regularly participating in the life of
the Kraków interdisciplinary community centered around Heller. Sokołowski has published
many papers in books and a periodical closely related to the program of philosophy in science
(”Zagadnienia Filozoficzne w Nauce”), published by OBI and currently by the Copernicus
Center. Sokołowski is also quoted by Heller and his group of collaborators (e.g. Życiński,
Szydłowski, Pabjan, Grygiel, Janusz). All this makes it possible to consider Sokołowski
a representative of the Kraków School.

The assessment of Sokołowski’s views requires placing them in a historical and philo-
sophical context. Sokołowski’s activities—both his publications and his participation in the
interdisciplinary milieu through participation in conferences, etc.—were part of the tradition
of dialogue between science and philosophy that was conducted in Kraków during the period
of political transformation in Poland. Maintaining this dialogue should be assessed positively,
especially since Sokołowski’s works show real attempts to break down „two cultures” (Snow
1999) and can be considered a local attempt to respond to the growing popularity of the
phenomenon of “philosophizing scientists” in the West. It is worth emphasizing here that
in a similar period—i.e. from the 1980s—this phenomenon was also gaining importance
in Poland, as evidenced by the works of scientists such as Antoni Hoffman, Władysław
Kunicki-Goldfinger, Bernard Korzeniewski and others. I think it would be worth examining
the formation of this phenomenon in Poland in recent decades, also taking into account
Sokołowski’s philosophical works. I indicate this as a research perspective worth undertaking
to show the importance of Polish interdisciplinary traditions for the native culture. By the
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way, it would perhaps show the specificity of Polish philosophy practiced in the context of
science.

Sokołowski’s various philosophical views also deserve further analyses, comments and
polemical discussions. What I mean here is not only a further, more in-depth analysis
of these views from the point of view of their historical value, but also about relating
them to contemporary problems arising in connection with the development of science
and philosophy. Undoubtedly, analyzes of Sokołowski’s views in the context of traditional
problems of philosophy would also deserve attention. I mean, for example, the issues of
reductionism and naturalism (in the ontological version) or the relationship between science
and religion. On these issues, Sokołowski represented views that were far from the views
expressed in the works of many contemporary philosophizing scientists (especially from the
Anglo-American circle, like R. Dawkins, S. Harris etc.), which makes it seem justified to
compare and evaluate Sokołowski’s views with theirs.

Finally, it seems justified to conduct further research on the phenomenon of the Kraków
School of Philosophy in Science. The publications so far constitute a contribution to further
analyses, at the same time showing that the research area here is very extensive (taking into
account the fact that when I talk about the School, I mean the activities of a very large group
of philosophers and scientists from Krakow, whose involvement in the local interdisciplinary
milieu includes for almost half a century).
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Abstract
The purpose of this article is to present Andrzej Lewicki’s account of cognition as orientation in the
environment, comparing it with James J. Gibson’s ecological psychology. To do so, we conduct
a comparative analysis of the former’s theory of indicators and the latter’s theory of affordance.
The theoretical frame for our study is cognitive ecology, a research tradition characteristic of
various studies of cognition, including contemporary ones. This allows us to show that, despite
differences in the backgrounds and methodologies of these researchers, Lewicki can be considered
one of the pioneers of contemporary ecological trends in cognitive science, although his influence
has not been as widespread as that of Gibson. Our analysis proceeds in several steps. We begin
with an overview of the biographies, backgrounds, and interests of the two researchers, as well
as a brief introduction to cognitive ecology and related terms. Next, we discuss action/value
indicators theory and affordances theory. We then compare Lewicki’s and Gibson’s approaches in
more detail in terms of their use of similar research heuristics. The article ends with conclusions
that go beyond historical issues.

Keywords: affordance, cognitive ecology, ecological psychology, indicator of action, indicator of value, method-
ological individualism, orientation in the environment, tendency of the organism

1. Introduction: two innovative psychologists
The 1950s and 1960s brought about innovative approaches to the issues of cognition, mind,
perception, etc. This was when cognitive psychology and cognitive science were created.
At that time, two innovative psychological theories were being formed: one in Europe in
the Eastern Bloc, authored by Andrzej Lewicki, the other in the United States, authored by
James J. Gibson. Their ideas were different in some ways, and at the same time they had
much in common, although there was probably no influence between them. Since these
researchers conducted their studies at a similar time, they can be considered pioneers of
contemporary ecological approaches to research on cognition, although Lewicki’s influence
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is not as far-reaching as Gibson’s. It is worth noting that the former’s theory matured some
time earlier than the latter’s.

Our goal is to discuss Lewicki’s cognitive theory in the light of some of the findings of
Gibson’s ecological psychology. We argue that one can identify similar assumptions and
claims in their works. We will demonstrate this by analyzing how they conceptualize the
role of the environment in the cognitive activity of the agents living in it. However, since we
are primarily concerned here with Lewicki’s theory, the framework for our analysis should
not be Gibsonian ecological psychology but a more general research tradition that, as we
will show, was common to them.

We have focused here on Lewicki’s book The Cognitive Processes and Orientation in the
Environment [orig. Procesy poznawcze i orientacja w otoczeniu] (1960), relating it to Gibson’s
latest book, The Ecological Approach to Visual Perception (1979), which includes—as is usually
believed—his most mature study of affordance theory. In addition, we refer to supporting
literature. Biographical contexts and scientific backgrounds are also important to us, and that
is where we start.

A Polish psychologist Andrzej Władysław Tadeusz Lewicki (1910–1972) dealt with
experimental psychology, making creative use of research by Ivan P. Pavlov, Jerome S.
Bruner, Robert S. Woodworth, and Harold Schlosberg. Lewicki’s research is inspired on
the one hand by behaviorism and physiologism, and on the other hand by a critical reading
of Freudian psychoanalysis and Gestalt psychology of Kurt Koffka and Wolfgang Köhler.
He was a founder of the first Polish Department of Clinical Psychology in Poznań. His
research covered, among others, the orientation of an agent in the environment. Contrary
to Pavlovism that dominated Polish psychology at that time, Lewicki emphasized the active
nature of perception and the agent acting in the structured environment, whose influence
could not be reduced to a series of stimuli or sensations. Some of his proposals were influenced
by Gestalt psychology. He was the author of the original, experimental method of creating
artificial concepts. His works include Mechanism of Distinguishing in the Light of Pavlov’s
Research [orig. Mechanizm odróżniania w świetle nauki Pawłowa] (1955), How Educational
Difficulties Arise [orig. Jak powstają trudności wychowawcze] (1957), Outline of Clinical Psychology
[orig. Psychologia kliniczna w zarysie] (1968) and the already mentioned Cognitive Processes
and Orientation in the Environment (1960). The latter work should be considered one of the
most important books in Polish post-war psychological literature due to its new, original
approach to the cognitive process.

An American psychologist James Jerome Gibson (1904–1979) still influences psychologists,
cognitive scientists and more. Over the years, he developed his ecological approach to visual
perception, the stages of which are evident in his work, including the books The Perception of
the Visual World (1950), The Senses Considered as Perceptual Systems (1966), and The Ecological
Approach to Visual Perception (1979). The approach embraces a bold idea of direct perception,
unmediated by complex internal data processing using mental representations. Perceptual
information, Gibson argues, is present in the environment and is directly perceived, but is
independent of our ability to recognize it. The role of the environment has become crucial
to his theory of perception.

Gibson’s approach has been reconstructed many times, so we will limit its outline here to
the necessary minimum, mainly in relation to specific components of Lewicki’s approach.
However, it is necessary to point out the obvious influence of pragmatism (Edwin B. Holt,
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William James), behaviorism (Edward Tolman), phenomenology (Maurice Merleau-Ponty),
and Gestalt psychology (Kurt Koffka, Kurt Lewin) on Gibsonian psychology (see Lobo,
Heras-Escribano, and Travieso 2018). We will come back to some of these inspirations
when presenting the affordance theory. In addition, it is worth pointing to his research
during the Second World War, while serving in the Air Force (the research covered, inter
alia, the visual identification of aircraft and the impact of training films), his early project of
global psychophysics of objects and events, analysis in the field of optics (we will mention
later on the so-called ecological optics), as well as the use of research conducted by his wife
Eleanor Gibson, a psychologist dealing with perceptual development in children (Gibson
1969; Hochberg 1994; Heft 2001; Lobo, Heras-Escribano, and Travieso 2018).

We will reconstruct Lewicki’s idea of cognition as orientation in the environment in more
detail (within the thematic scope of the article), due to the shortage of Lewicki’s works in
English: only one, albeit important, chapter of the book The Cognitive Processes and Orientation
in the Environment (2016) has been translated.

The observations and theses of Lewicki and Gibson seem to fit very well into the research
tradition we call cognitive ecology.1 In short, cognitive ecology involves the study of cogni-
tive phenomena in their biological, social and cultural contexts, describing the heterogeneous
interactions in cognitive ecosystems. In this light, our cultural practices are important com-
ponents of human cognition. This research tradition developed particularly in the 1990s, but
it was present even earlier: pioneers include the biologist Jakob von Uexküll (1921; newer
edition, see e.g., 2022) who formulated Umwelt (“surround-world”) theory at the beginning
of the last century, and approaches that preceded the “ecological boom” in cognitive science
were, for example, anthropologists Gregory Bateson’s concept of ecology of mind (Bateson
1972) and Jean Lave’s studies on situated learning (Lave 1988).

The common heuristic in this research tradition is that environmental factors are taken
into account not at a later stage of analysis, but at its beginning, which often turns out to
be crucial. This heuristic, like others, can be unreliable. However, it can protect against
a neurocentric or reductionist approach. Thus, this research tradition moves away from
so-called methodological individualism and makes it possible to study cases and types of
cognitive processes that are not reducible to an agent’s brain activity (see e.g., Robbins and
Aydede 2008).

The aforementioned “methodological individualism” in the research on cognition implies,
in its most radical form, the approach according to which the study of the individual agent
is both necessary and sufficient to know all the important aspects of cognitive processes.
Relations and relational properties are ignored here since their nature is not individual (see
Heath 2024).

In the following second part of the article, we present and discuss Lewicki’s theory
of action/value indicators along with his understanding of cognition, as well as Gibson’s
affordance theory, taking into account their sources and inspirations. The third part provides
a relatively detailed analysis of Lewicki’s approach in comparison with some of Gibson’s
findings, using the cognitive ecology framework; we focus here on orientation in the
environment in the context of value perception, the comparison of affordances and indicators,
and the social and cultural dimension of cognition. In the final, fourth part, we summarize our

1. Partly after Edwin Hutchins, e.g. (2010).
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analysis and evaluate Lewicki’s approach, not only in terms of view of potential competition
with Gibson’s, but also of their possible complementarity, which is worth considering for
use in today’s research.

2. Theory of indicators of action/value and theory of affordance
The understanding of “cognition” that Lewicki presents in The Cognitive Processes and Orien-
tation in the Environment (1960) is focused on the agents’ orientation in their environment,
a kind of cognitive niche in which they try to maintain the balance of the organism and
achieve their different goals. In general, Lewicki states that psychology is not so much about
a description of mental processes understood in terms of external experience, or their expla-
nation in relation to specific external or internal conditions, as about explaining the behavior
of a given organism in relation to these processes (Lewicki 1960, pp.7–18). His starting point
is the statement that the current psychology based on the method of introspection, as well as
the language used to articulate its results, are unjustified with regard to explaining cognitive
processes understood in terms of the mechanisms responsible for behavior. The cause of this,
according to Lewicki, is the inadequacy of applying the methods of introspective psychology
to behavioral mechanisms that cannot be reduced to mental and consciousness mechanisms.
Apart from that, introspection treats psychic processes as non-spatial and therefore does not
explain how these may influence the actions of the organism and cannot be applied to animals
without committing the error of anthropomorphism.

It should be added that Lewicki appreciated the efforts of Freudian psychoanalysis in
moving away from classical psychology towards a new psychological language, but he
nevertheless criticized it on the grounds that it was based on introspective methods in its
assumptions and was skeptical about explaining the “true nature of psychological phenomena.”
According to Lewicki (1960, pp.43–44), psychoanalysis—like introspection—is not able to
explain how mental processes can influence biological processes carried out by the organism.

Another important point of reference for Lewicki’s research was the achievements of
the Russian physiologist Ivan Pavlov. On the one hand, Pavlov’s research greatly influenced
modern behaviorism, especially Watson’s, and defined its conceptual resources. On the other,
to understand the specificity of Lewicki’s work in post-war Poland, especially in the 1940s
and 1950s, one must bear in mind that access to the latest psychological literature from
Western Europe and the USA was significantly difficult, so that researchers relied mainly on
Pavlovism and recent Soviet psychology (cf. Strelau 2010).

Lewicki begins his analyzes with the concept of cognition understood as “nervous re-
flection” (cf. Adrian 1948; Asratyan and Shingarov 1982). Generally speaking, this term
denotes systems of nervous processes reflecting specific external stimuli in such a way that the
nervous reflection is broken down into individual, elementary phenomena and elementary
activities of the nervous tissue, which remain in specific spatial and temporal relations to one
other. Lewicki describes this approach as physiological and contrasts it with a psychological
approach, which abstracts from the physiological structure of nervous processes, referring to
what has been reflected in the cerebral cortex and to what extent it is consistent with a specific
stimulus. He rejected the physiological approach as insufficient for the investigation of animal
behavior. Animals mirror the various features of objects as indicators of the objects’ values
and as indicators of actions to be taken, that is, they “understand” the meaning which these
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objects have for them, and it is, according to Lewicki, only this “understanding” that can be
named “cognition.” The subject of the research is therefore the content of the reflection, not
only the governing mechanism. This content, argues Lewicki, cannot be explained with
the help of physiological language, but psychological ones that need to be constructed anew
(Lewicki 1960, pp.7–18). So cognition not only reflects specific states of the environment, but
must also include the “account” of the value of the reflected phenomena and the action that
a given organism should perform in a given situation in order to maintain its inner balance
(Lewicki 1960, p.186). This means that a living being must in some sense “understand” the
environment in which it lives.

According to Lewicki, this “understanding” should be explained. First, due to its am-
biguity and fuzziness, he proposes to replace the notion of understanding with the term
of orientation in the environment. Semantically, this notion is related to phrases such as
“orientation (of rats) in a maze” or “orientation in the woodland of bees returning to the hive.”
Lewicki states:

Namely, it must be acknowledged that the basic component of the orientation
process is the reflection of the features of an object or—to be more general—the
phenomena that are the determinants of the value of the object. I will refer to
this component as orientation in value. Orientation in the value of objects found
in the environment should be recognized as the principal component of the
orientation process because it must happen in each act of adaptation: adaptation
to the environment consists in the fact that an animal reacts proportionally to
the value a given object has for it, which means that it must somehow perceive
this value and somehow orient itself in it. (Lewicki 2016, p.48)

However, it should be remembered, as Lewicki emphasizes, that the mere orientation in
the value of a given object is usually not sufficient for an animal to be guided in its behavior,
that is, to assimilate a valuable object or protect itself from harm. It is also necessary to act
appropriately, aiming at a given value.

As for the notion of value, Lewicki understands it in terms of pragmatism (he was familiar
with the philosophy of John Dewey (cf. Lewicki 1960, p.234)), and not in a moral sense.
It should be added that the very notion of value Lewicki owes to the work of researchers
associated with Pavlov, although he gives up its physiological interpretation. According to
Lewicki, what is valuable is what promotes the organism’s survival. More precisely, values
are related to the properties of objects that make them necessary to maintain the internal
balance of an animal. Therefore, the objects that represent a given value for an animal, e.g.
are suitable as food, have specific properties, which consequently constitute the indicators of
their value. The existence of indicatiors does not mean that the values are mediated. They
are given directly to animals because the objects which the animal perceives as valuable
are directly given. Lewicki easily distinguished between positive and negative values. If
they are positive, they trigger exploratory actions. If they are negative, then the actions are
preservative. The latter take place, for example, when an object encountered by an animal
poses a threat to it. Preservative actions often appear at the level of defensive reactions that
are learned and instinctive. In other cases, however, the actions are driven by appropriate
indicators of value.
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Orientation in the environment devoid of an action element adapted to a given value, is an
artificial phenomenon and is achievable in laboratory conditions in the simplest of situations.
Thus, the orientation of an animal—guided by specific tendencies—in the environment
consists of both value orientation and orientation in action. These, in turn, are possible thanks
to the indicators of value and indicators pointing to action present in the environment. We
will discuss the mechanisms of tendencies and indicators in more detail later in this article.

Gibson’s ecological psychology, which has made an important contribution to the study
of visual perception, focuses on the agent-environment coupling. As William Mace (2005,
pp.199–200) emphasizes, Gibsonian idea of including the environment in understanding
of mind required significant changes, the importance of which not everyone appreciated,
including the reformulation of the concept of the stimulus and the assumed ontology of
the environment. It is also worth looking at the entire history of misrepresentations of
Gibson—treated as a “distinguished dissident”—in textbook publications, as there has been
a constant effort to understand his ideas in the context of the approaches he rejected, especially
in the field of psychology (see Costall and Morris 2015).

The author of Ecological Approach to Visual Perception (Gibson 1979) shifts the emphasis
from the question of what we are equipped with to explore the world to the question of our
cognitive relationships with the world and the structure formed on their basis. The founder of
ecological psychology challenges the traditional dualism of the subject and the environment,
presenting both concepts in relational, not oppositional terms—a strategy visible throughout
his main work (1979). Both components—a perceiver and an environment—form a tailored
and dynamic structure. Some environmental characteristics are essential for a particular
animal—and conversely, the morphology and skills of an animal have developed in relation
to the conditions and possibilities of its environment. Each environment is structured in
a specific way, including different configurations of substances, surfaces, and a given medium
(in the case of human, the gaseous atmosphere). The elements of a structured environment—
including objects, events and their arrangements—give structure to the ambient light, which
is reflected from them and reaches the perceiver from different directions. This structured
ambient light contains some invariants relating to aspects of the environment that are im-
portant, significant to animals and directly perceived by them. We are dealing here with
information about the possibilities of action, called “affordances” (Gibson 1979, pp.127–143).

This term was coined by Gibson from the verb “to afford.” The neologism describes
some relational properties of the components of the environment of an agent, or simply the
relations between the environment and the agent, which induce her to behave in a certain
way, “offering” its usefulness or “warning” against harm: a stone can be used as a hammer,
a large stone—to replace a chair, a chair—in self-defense, while fire requires that one should
keep away from it. Equally important are affordances between agents, who afford one another
not only through behavior, but also social interaction.

The concept of affordance appeared in Gibson’s work in 1966 (although reflections
anticipating this term can be traced back to his earlier works) and was then developed until
The Ecological Approach to Visual Perception.

I mean simply what things furnish, for good or ill. What they afford the observer,
after all, depends on their properties. The simplest affordances, as food, for
example, or as a predatory enemy, may well be detected without learning by the
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young of some animals, but in general learning is all-important for this kind of
perception. The child learns what things are manipulable and how they can be
manipulated, what things are hurtful, what things are edible, what things can
be put together with other things or put inside other things—and so on without
limit. He also learns what objects can be used as the means to obtain a goal, or
to make other desirable objects, or to make people do what he wants them to
do. (Gibson 1966, p.285)

In his 1979 book, Gibson strongly emphasizes the systemic and relational nature of
affordances while opposing their (purely) phenomenal account:

An important fact about the affordances of the environment is that they are in
a sense objective, real, and physical, unlike values and meanings, which are often
supposed to be subjective, phenomenal, and mental. [...] It is equally a fact of
the environment and a fact of behaviour. It is both physical and psychical, yet
neither. An affordance points both ways, to the environment and to the observer.
(Gibson 1979, p.129)

One should keep in mind how Gibson understands the information, as well as what the
ecological optics proposed by him is all about. The information is not transmitted, does
not come to the perceiver, but is simply available, actively obtained by them (Gibson 1979,
p.307). When it comes to the optics: unlike physical optics, ecological optics is concerned
with the available information for perception, so it deals with many-times-reflected light in
the medium (illumination) and observation usually made from a moving position. Concepts
relevant to ecological optics are variance and invariance as reciprocal to one another, not time
and space. Gibson treats the hypothesis of information in ambient light to specify affordances
as central in this optics (Gibson 1979, pp.47–64, 307–309).

The concept of the aforementioned invariants plays an important role in Gibsonian
ecological optics. They are related, on the one hand, to the motives and needs of observers and,
on the other hand, to the substances and surfaces of their environments. Structured stimulation
that takes place in such a system contains information about the physical properties of things
as well as (presumably, as Gibson writes) about environmental properties. Affordances—
neither physical nor phenomenal—are the properties related to the observer, not only to
her perspective, but also to the status and role she plays in an ecological niche (Gibson 1979,
pp.143; 310–311).

Affordances are characterized by their stability: they do not represent the perceiver’s
projection on things when something is needed. This is important when trying to make an
analogy between his approach and Gestalt psychology (see Koffka, e.g. 1935, Lewin, e.g.
1936; cf. endnote 2). As Gibson (1979, pp.138–139) claims, “the affordance of something
does not change as the need of the observer changes.” We may or may not perceive or
attend to it, according to our needs, but the affordance is invariant and is always there to be
perceived. “An affordance is not bestowed upon an object by a need of an observer and his
act of perceiving it. The object offers what it does because it is what it is”.

On this occasion, it is also worth pointing to the likely influence of some ideas of
pragmatism and radical empiricism (see Holt 1914, e.g. Heft 2001; Legg and Hookway 2024)
on the concept of affordances (“both physical and psychical”).
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Gibson’s proposal has been referred to for a time as an attack on the poverty of stimulus
hypothesis. According to this hypothesis, experience far underdetermines human knowledge:
people receive too few stimuli to identify the object of perception; therefore, biological
mechanisms are largely responsible for the derived state. This phenomenon was seen as
evidence for a universal grammar that enables children to learn a language despite the lack of
sufficient information in the statements they hear (see Chomsky 1980). Gibson, however,
treated stimulus as rather rich, relational and changeable. He later rejected the classical notion
of the stimulus altogether (1979), which was related to his opposition to the assumed poverty
of the real world. In line with this assumption, “A very large part of what we experience and
believe to belong to the real world is not real. It is purely subjective, a mental projection
upon an inherently colourless and meaningless world” (Costall 2012, p.85). The answer to
this assumption was to be the term of affordance. According to it, the agent is not reliant on
a neutral space including neutral data, but always functions in a structured world, a space of
values, i.e. a specific physical, biological and (in the case of humans) cultural system, using
guidelines and solutions existing in her environment.

So every affordance is constituted by a special, quite substantial relationship between the
agent and her environment. The result is a stable and dynamic system involving the two.
It is not surprising, then, that Gibson (1979) borrows the notion of niche from ecologists
and suggests that such a niche—in the light of his approach—is a set of affordances or,
more precisely, specific affordances for a given animal in its environment. According to
Alan Costall, “the concept of affordances marks a fundamental shift in Gibson’s ‘ecological
approach’ from a theory of perception towards a more encompassing ecology of agency”
(Costall 2012, p.88).

The status and role of the agent plays in an ecological niche are strongly related to the
meaning of the objects in the agent’s environment. Gibson does not agree with the idea that
we must distinguish between variable things as such before we can learn their meaning. The
theory of affordances begins with a new understanding of value and meaning. When we
are perceiving an affordance, we are not perceiving a value-free physical object with added
meaning. We perceive a value-rich ecological object. “Any substance, any surface, any layout
has some affordance for benefit or injury to someone. Physics may be value-free, but ecology
is not” (Gibson 1979, p.140). The aforementioned influence of pragmatism is also visible in
the case of the Gibsonian understanding of value: we mean here, for example, the rejection
of the strong dichotomy between fact and value, or the specific reality of values.

According to Gibson, the values of things are perceived immediately and directly. This
is possible, due to the fact that the observer perceives the affordances of the object already
specified in the stimulus information. Here we are dealing with a break with the theories
of the mediation of experience, according to which, Gibson (1979, p.140) writes, “bare
sensations had to be clothed with meaning”.

At the same time, as Gibson emphasizes, one should not attach great importance to the
ontological status of affordances, because what matters is not the way they exist, but the fact
of our access to relevant information.

The idea of the perception of the environment as direct perception and, consequently,
Gibsonian anti-representationalism, did not convince advocates of representationalism (e.g.,
Fodor and Pylyshyn 1981), however, it was appreciated not only in embodied cognition or
enactivism (Heras-Escribano 2019), but also, perhaps surprisingly, in the latest studies on
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affordance-based design, which tended to be based on a more complex, representationalist
Donald Norman’s approach (see Masoudi et al. 2019).

3. Beyond methodological individualism
We will take a closer look at how Lewicki uses the heuristic of cognitive ecology, and we
will highlight what is also characteristic of Gibson. The relationship between agents and
their value-rich environments is crucial here. Next, we compare the role of indicators and
affordances as closely as possible. We will supplement our considerations with a reflection on
the role of socio-cultural factors in the cognitive ecology of both researchers.

3.1 Orientation in the environment and perceiving values
According to Lewicki, orientation in the environment is the attitude an animal takes to
specific values present in the environment in response to indicators of value, which are aimed
at specific actions, in order to maintain the organism’s balance understood as self-regulation,
and to achieve its biological and behavioral goals. By self-regulation, Lewicki understands
the adaptation of the organism to the environment which means maintaining an internal
balance in the conditions the environment offers (Lewicki 1960, p.182). This solution brings
Lewicki’s approach closer to the approach defended by Michael T. Turvey and colleagues
who modified Gibson’s approach. Among other things, they show that perception-action
cycles, related to the important mutuality claim of Gibsonian psychology, have a direct and
deep connection with thermodynamic principles (e.g., Swenson and Turvey 1991).

In the light of Lewicki’s approach, the structured environment can present specific values
of “reward” and “punishment” to organisms. The objects offered by such an environment
are what an animal strives for or avoids. At this point, it is necessary to mention a particular
disposition of organisms, which Lewicki calls a “tendency.” His study of tendency is an
important contribution to the discussion of animal (including human) understanding situated
in the environment. The researcher took this term from Pavlov and then modified it.
By “tendency,” Pavlov understood the steering process regulating the unconditional-reflex
mechanism. It was supposed to be responsible for the sensitivity of an animal to specific
stimuli and to condition it to specific reactions. The process of shaping the animal was thus
understood as the “essential tendency of the organism.” These are processes that arise in
the central nervous system as a result of an imbalance in the body and guide its actions.
Pavlov distinguished between food, sexual, aggressive, research, etc. tendencies and argued
that they are characteristic of both animals and humans. This tendency may contribute to
preserve individual organisms or the entire species. Lewicki proposed to treat tendencies
as a non-epistemic element of cognition, responsible for shaping its positive or negative
character. Due to the fact that an animal shows a specific tendency towards the environment,
cognition can be oriented towards specific values, or, more precisely, specific valuable objects.

The tendency is understood by Lewicki psychologically and not physiologically, as Pavlov
proposed. For Pavlov tendency is not an experience, but a specific kind of nervous processes
(Lewicki 1960, p.161). Thus, it concerns a specific aspect of the organism. For Lewicki, the
tendency is “a given direction” (in the Latin sense of tendo which means stretching the bow
by aiming in a given direction, which metaphorically means striving for a given goal) or the
attitude of the whole organism to specific stimuli. Strictly speaking, a tendency expresses
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a positive or negative attitude of an animal and a human towards particular objects present in
the environment.

Lewicki emphasizes that “tendencies” should not be confused with the term “need” used
by Kurt Lewin (1936). Lewin understands “needs” as “psychological forces” derived from
organic processes but by no means identical to them. In some cases, the tendency understood
in this way take a more conscious form and become a desire to react to a specific stimulus in
a certain way. According to Lewicki, however, tendency determines a specific state of the
organism and is independent of conscious desires or needs (Lewicki 1960, pp.171–172).

“Tendency” is a superior term in relation to such notions in the field of folk psychology
as “desire.” It is also an integral component of the organism’s behavior and as such it is a kind
of life activity which aims to search in the constantly changing environment for “essential
conditions of existence necessary for the animal” (Lewicki 1960, pp.168–169). This term,
according to Lewicki, plays an important role in research on adaptation, because only it
allows to explain and understand the direction of behavior “towards” and “from” the object.
Hence, a complete explanation of behavior is possible only after describing the tendency
that an organism shows in relation to particular objects and properties. This, in turn, is
conditioned by specific pre-structuring of objects. In this sense, it must be said that the
environment is a specific active-passive pole of cognition. It is active because the animal is
oriented towards the environment due to tendencies or specific attitudes; it is passive because
the previously structured environment somehow motivates the animal to show a specific
tendency.

It should be added that Lewicki also noticed the importance of constant, unchanging
relations between agents and their perceived environments, although, of course, he did not
use the term “invariants” like Gibson did. Objects appear unchanging regardless of the agent’s
position and movement. Lewicki emphasizes that bodily movements are closely correlated
with visual perception, thanks to which objects are perceived as constant tactile quantities
(Lewicki 1960, p.139).

Lewicki points out that objects can represent specific values for an animal, so they can
serve as food or shelter. Therefore, these objects are characterized by specific properties
which Lewicki describes as indicators of their value. Such indicators may include various
properties: chemical (taste, smell), optical (color, shape, size), acoustic (sounds made by the
prey that a given species hunts) and so on. This means that animals follow these properties
through sensual contact with the environment. Thus, the behavior of an animal is directly
related to the guidance of indicators suggesting a positive or negative value of an object
(Lewicki, like Gibson, emphasizes the direct perception of values: they are available directly,
because agents perceives the indicators—or affordances—of the object already specified in
the stimulus information). It can be said that indicators of value structure the environment
“for” an animal, making it a suitable ecological niche understood as a valuable environment.

Lewicki considers the behavior of bees as an example of a value indicator. If bees are given
different kinds of food (e.g., a bowl of syrup and an empty bowl) marked by appropriate
symbols, e.g., a cross and a circle, and the bowl of syrup is marked with the cross symbol,
then, if the position of both symbols and the associated contents of the bowl change, it turns
out that in such conditions bees are able to learn to use the shape of a cross as an indicator
of the value of food, i.e., a bowl of syrup. After a certain period of training, bees begin to
visit only the bowl marked with the cross, which means that they can distinguish between
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two different indicators, marked with appropriate symbols (Dembowski 1946; as quoted in
Lewicki 1960, p.102). This may seem like associative learning, but it is not. Since animals
are able to react only to some indicators, or react differently to some indicators than to
others, it should be said that they not only “associate” or “receive” these indicators, but also
“distinguish” them, i.e., “select” those which are indicators of benefit, “ignore” those that
are indifferent to them, or “reject” those that are detrimental to them (however, we do not
find this argument to be convincing). Note that Lewicki, like Gibson, does not assume
any stimulus–response framework. For this reason, Lewicki links following the indicators
with what Gestalt psychology defined as “insight” (Einsicht) into a given situation, that is
understanding or empathizing (Köhler 1925). Insight understood in this way is the opposite
of association. It is directly related to such phenomena as perceiving an object in a new way
or combining it with specific actions, but also perceiving an object in a broader, coherent,
non-obvious context. However, we will not explore the topic of insight here, because, in our
opinion, this element does not consistently affect Lewicki’s approach.

Apart from indicators of value, Lewicki distinguishes indicators of action. The latter
appear when the indicators of value are not enough to achieve a given goal. For example,
in order to get food, monkeys sometimes have to use other objects as tools, which requires
taking into account the properties that indicate such an application (Wong 2016). Indicators
of action, as Lewicki claims, make it possible to obtain a valuable object or to avoid any harm
that may threaten the animal. It should also be emphasized that indicators of action do not
have to be separate from indicators of value. It may be that the same properties perform both
functions. This is the case, for example, when the smell of food indicates to the dog both the
value of food and the direction in which to look for it (Lewicki 1960, p.104).

Therefore, we can conclude that the mechanism of being guided by indicators of action
consists in (1) recognizing certain properties of objects that, for example, make them an
effective tool in relation to a specific cognitive task or goal (understanding the situation) and
(2) selecting an action or a sequence of activities that can be completed using this object in
order to solve a task, e.g., get food.

To some extent, indicators “show” the animal how to act; they are a kind of “invitation” to
a specific interaction with the environment. Animals are oriented in their ecological niches,
which means that they are focused both on expected values and on specific actions that are
a way to use these values in a given situation. The environment is therefore a field of action,
not a set of static objects bound by constant relations. Erwin Straus (1956), whose work
was known to Lewicki, similarly distinguished the environment understood as landscape
(animal environment, ecological niche) from geographical space (abstract space analogous to
a cartographic map) (see also field theory of Lewin 1951).

The existence of value indicators and performance indicators thus enables effective orien-
tation in the environment. Thanks to the ability of reflecting specific situations or, more
precisely, the indicators contained in them, the agent can perform such actions that, in
a given situation, allow the problem to be solved. Thus, the entire process of getting to
know a given situation comprises reflecting action and value indicators combined with the
situation itself. In this approach, the cognitive process is an action directed at the appropriate
situation through indicators of values and indicators of action correlated with the attitude and
tendency of a given agent. Cognition, therefore, is an active exploration of the environment
by an organism directed at specific goals and values related to its environmental situation.
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Lewicki’s understanding of the relationship between agents’ cognitive activity and their
value-reach environments shows quite a few similarities to Gibson’s approach, including
the role of invariants or the distinction between the physical properties of things and the
relational properties of the animal’s environment. Of course, Lewicki does not construct any
equivalent of Gibson’s ecological optics. The author of The Cognitive Processes and Orientation
in the Environment states that there are two main types of orientation processes depending
on their relation to the value of the elements present in the environment. One is simpler
as it is directly related only to the reflection of the indicators of value, the response to this
component being usually innate (for example secretory, motor or combined). The other is
more complex because it involves both reflecting indicators of value and reflecting separate
indicators of action. In both cases, there is a correlation between the value of the object and
the corresponding actions taken by the animal. However, one should bear in mind that, as
Lewicki emphasized, even biological values are not the absolute properties of objects, such
as, for example, color or smell. Values are relative insofar as the properties of the object are
related to those of the organism. They are therefore specific relational properties. Depending
on the nature of the organism, one and the same object may present a positive or negative
value, or have none and be neutral. For example, meat has value as food to a dog and is
indifferent to herbivores; immersion in water for a long time is beneficial for fish, but lethally
dangerous for a terrestrial animal, and so on. At the same time, however, the value that
a specific object represents for an animal is closely related to the properties of that object that
make it either necessary or harmful for the animal.

3.2 Affordances and indicators
We will take a closer look at what seems to be the most important issue that connects both
researchers. Is the role of Gibson’s affordance notion in some way analogous to Lewicki’s
notion of indicators? If so, does the latter anticipate the former in some way, or is it simply
a more useful account? Could it be that the “affordances” contradicts that of “indicators” or
are they complementary?

In this context, it is worth paying attention to what Robert Shaw, Michael T. Turvey
and William Mace (1982) have proposed. They introduced the term “effectivity” to refer
to the properties of an animal directed to the environment, as opposed to affordances as an
environmental property directed to the animal. This provoked a discussion as to whether
(and when) it is more beneficial to understand affordances in the sense of Gibson, as referring
to both the animal and its environment, or whether the “affordance–effectivity dual” is more
useful (see discussion in Dotov, Nie, and Wit 2012; Michaels 2003).

It seems that, in the most essential way, Lewicki’s notion of indicators and tendencies
resembles the proposal of Shaw and colleagues. It does not break the ecological continuity
of the system composed of the agent and the environment, if we consistently treat both
indicators and tendencies as significantly related to the agent’s ecological niche system.

Does Gibson’s understanding of affordances lead to more independence from method-
ological individualism than the perspective based on tendencies and indicators? It depends on
the research task in question. If our goal is not to characterize the individual as cognitively
rooted in the environment, but to understand the mechanisms of the cognitive ecosystem in
which the individual exists, the notions and definitions proposed by Lewicki may be equally
effective, and possibly more understandable.
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However, one can consider a possible complementarity of both approaches within one
research approach. We will present two such options.

One possibility is that, although the “affordance” itself does not belong to a pair of terms
describing the relationship between the agent and her environment, it may be an important
element of the conceptual frame that also includes an “indicator of value,” an “indicator of
action” and a “tendency.” At the same time, it would remain a notion that characterizes
a property of the agent-environment system, not just the agent’s environment. To imagine
the application of these terms, let’s take as an example possible cognitive studies on team
games such as basketball or football (see research on affordances and action selection in sport,
presented in Cappuccio 2019). On the one hand, one can study the individual activity of
a player: his perception, motor skills, the ability to cooperate in a team. In this case, we could
identify the correlations of his tendencies, improved with training and motivation, with the
perception of indicators of value and action associated with the current situation on the pitch,
i.e. the location and trajectory of the ball movement and the behavior of individual players.
On the other hand, the object of the study could be affordances as properties of a distributed
socio-cognitive system (and therefore not properties of an environment), provided that
appropriate research questions were formulated. It is also worth remembering that affordance
need not be a component of a pair. There is not always only one (significant) affordance in
a given situation. In laboratory experiments we tend to focus on a single affordance, however,
the “single affordance paradigm” is inconsistent with our everyday cognitive experiences, so it
should be replaced by the “multiple affordance paradigm” (Wagman, Caputo, and Stoffregen
2016, p.791; Costall 2012).

A second possibility to link the accounts of both researchers is to use the notions of
indicators and tendencies to analyze given affordances. This area still lacks widely accepted
solutions. We are dealing with very different positions, such as the continuation of Gibson’s
approach in cognitive psychology (e.g. Chemero 2003), studies on affordances in design (e.g.
Norman 1988; Gaver 1991), or attempts to relate this approach to brain research (e.g. Cisek
2007). Perhaps Lewicki’s approach could facilitate studies on affordances in the field of the
cognitive ecosystem. In the case of the team of players we have mentioned, the notion of
affordances would be the superior unit, and the notions of indicators and tendencies would
be used for a more efficient analysis of the relationships within this system.

The question of notion clarity is related to the question of the ontological status of what
we are trying to describe as affordances or tendencies-indicators and the way they exist.
In the case of Gibson, both his attitude to the objective-subjective dichotomy (which the
notion of affordance removes) and his rather instrumental attitude to the notion of affordance
should be taken into account: the key question is not whether affordances “exist and are real
but whether information is available in ambient light for perceiving them” (Gibson 1979,
p.140). It is also a question about the ontological status of value (Gibson was looking for
an appropriate term to avoid the term “value” as burdened philosophically). In Lewicki’s
approach, the world is pre-structured in a certain way by the indicators that exist in it. In
this sense, indicators of value and action could be treated as ontologically objective, which
means that they are independent of the subject in their existence. However, it should be
remembered that agents relate to given objects directly through indicators, as long as they
show a specific attitude that is biologically and/or culturally constituted. In this light, the
indicators are somewhat epistemically subjective. In analogy to the notion of affordance,
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any attempt at a strongly subjective account of the indicators (too strong a link between
indicators and agents) or their radical objectification (linking them with the environment
without accounting for the tendencies of organisms) will be a mistake.

3.3 Social and cultural factors
In the light of cognitive ecology, human social and cultural practices are crucial components
of cognitive activity, not just its background. One might therefore ask to what extent society
and culture are important for Lewicki, compared to Gibson. Incidentally, it should be noted
here that regardless of the individual views of researchers working on the common ground of
cognitive ecology, the concept of “culture” is not limited to the human world. The cultural
activity and social organization of non-human animals, including insects, has been studied
for years (see e.g., Zuk 2011).

Most of Lewicki’s work (Lewicki 1960, 2016) included analyzes relating to the cognitive
activity of non-human animals. The researcher emphasizes, however, that what significantly
distinguishes human from other creatures is the environment in which he lives, also due
to the degree of its socio-cultural modification. In the language of ecology: each animal
lives in its own ecological niche, so the human niche should also be taken into account.
According to Lewicki, it is not possible to consider human in relation to some “abstract”
environment common to her or him and, for example, to wild animals. Humans must always
be viewed from the perspective of their own environment. Human environment is the social
environment constituted by other people and their artifacts. This is an important remark
because, in the social environment, human basically deals, on the one hand, only with artificial
objects produced by society as such, and on the other, with the requirements of this society,
which cannot be reduced to some form of objectiveness. These requirements are based on
various types of normative and symbolic products, such as legal or moral codes, formalized
rules, but also unwritten rules such as, for example, good manners. The normativity of
these requirements is based on the fact that society expects the individual to behave in
accordance with these rules, and any behavior that contradicts them will be met with various
consequences. Requirements understood in this way constitute natural environmental values
for human and acting in accordance with them allows him to strive for the state of constant
self-regulation (Lewicki 1960, pp.186–187).

Thus, Lewicki draws attention not only to the biological but also to the social role
of the environment as a condition for self-regulation. For example, one of the key social
requirements relevant to the self-regulation (internal balance) of an individual is the need
for mutual help and cooperation, or at least refraining from harming others. Therefore, it
must be stated that “an individual, entering a given society, already finds a system of specific
values in it, which he takes over and develops needs directed at these values” (Lewicki 1960,
p.189). The process of becoming human (growing up) in this perspective is closely related
to socialization. The child, partly imitating its environment, and partly adapting to the
prohibitions and orders, gradually creates the appropriate non-biological needs in accordance
with the ideals of the environment. Its biological needs are also socialized. For example,
the need for food is related to specific dishes (national “cuisine,” home dishes and so on),
and the way of eating these dishes becomes consistent with the customs of a given social
group (for example eating with a knife and fork by Europeans, or eating with chopsticks
by the Japanese). In this sense, the process of socialization lasts all human life. This reveals
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the active nature of the environment in which human lives. The speech development in
children growing up in a given environment plays an important role here; however, issues
of linguistic development was not elaborated from the perspective of the theory of indicators
(Lewicki 1960, pp.204–205). Accoring to Lewicki, human has a specific attitude, because
his or her environment is socially and axiologically structured in a certain way. Deprived of
culture, humans develop abnormally and the process of their socialization is disturbed.

Gibson emphasizes the importance of the notion of affordance in explaining social
interaction (as we mentioned earlier). He strongly believes in “the power of the notion
of affordances in social psychology,” which will thereby renew itself by rejecting useless
assumptions (Gibson 1979, p.42). He gives an example of how a mailbox works that “affords
letter-mailing to a letter-writing human in a community with a postal system” (Gibson 1979,
p.130). He also draws attention to the action possibilities afforded by animals to other animals
they live with: “as one moves so does the other, the one sequence of action being suited to
the other in a kind of behavioral loop. All social interaction is of this sort—sexual, maternal,
competitive, cooperative” (Gibson 1979, p.36; see also remarks in Carvalho 2020).

Gibson stressed the continuity between the natural and the cultural. He was opposed
to considering culture as something highly specific, as it is only our human creation. Yet
even his own statements on the subject may raise some doubts: “There is only one world,
however diverse, and all animals live in it, although we human animals have altered it to
suit ourselves. [...] We were created by the world we live in” (Gibson 1979, p.130). Why
does he believe that the world we have created does not impact us in a feedback loop? How
can we be sure that we control it? The fact of the natural origin of its substrates and its
fundamental laws does not justify denying that a new quality could arise against which
humans will be forced to react anew. Nevertheless, Gibson provides us with interesting
analyzes of cultural phenomena such as human displays, and—especially—movie perception
(as well as filmmaking). He proves that the mechanisms governing our perception of the real
world do not differ significantly from those governing our perception of “moving images”
(Gibson 1966, 1979).

Despite some differences between Lewicki and Gibson, it should be appreciated that both
of them take into account all possible levels of the human cognitive ecosystem, including
social and cultural ones. This is clearly in line with the basic heuristics of cognitive ecology
many years before the development of situated cognition approaches.

4. Summary and final remarks
Our goal was to discuss Lewicki’s cognitive theory in light of some of Gibson’s findings
with which it shares certain similarities. The reason for such a comparison was that the
work of the Polish psychologist, practically unknown in the world, contains certain valuable
assumptions and claims analogous to those for which the author of The Ecological Approach to
Visual Perception is quite widely known.

The analogies between Lewicki’s and Gibson’s findings may seem superficial or short-
sighted in light of the ecological psychology that underlies the classical notion of affordance.
For this reason, we have used a different, more basic and neutral framework, that of cognitive
ecology. This perspective has allowed us, we believe, to emphasize the logic of the comparison
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made and to connect Lewicki’s theory with what seemed and still seems to be alive and useful
in research on cognitive agent-environment interaction.

Thus, the point was not to prove that the Polish researcher is the “second” Gibson as
there are too many differences between them. However, comparing the starting points of
the two researchers we classify here as cognitive ecologists seems quite interesting. Lewicki
dealt with experimental clinical psychology. He bases his perspective on contemporary
studies on the behaviour and brain. He selectively used Pavlov’s findings. Gibson, on the
other hand, made creative use of optics, physics, psychophysics, conducted research on visual
identification of aircraft and the impact of training films, as well as collaborated with his
wife researching perceptual development. He also referred to phenomenology. References
to Gestalt psychology, behaviorism and pragmatism seem to be common elements in the
training of both researchers. The different starting points of the researchers also account for
some “asymmetry” between their theories; there are therefore few analogous components in
them—but those that we have found can be considered valuable.

Gibsonian innovative (and, to some, controversial) affordance theory continues to be
applied, and on a much larger scale, especially in cognitive science and design field, albeit with
some caveats and modifications. On the other hand, the acceptance of ecological psychology
as a whole by mainstream psychology has been less successful because its radical perspective
has led to interpretive misunderstandings from the beginning. In the case of Lewicki, some of
his research and theoretical findings are simply outdated. However, his account of cognition
as orientation in the environment and its theoretical elaboration are noteworthy and could
perhaps be applied today.

By referring to cognitive ecology, we analyzed how the Polish psychologist departed from
methodological individualism in comparison with the findings of the well-known American
“distinguished dissident.” Let us summarize what we have found from this perspective:

(1) Lewicki treats understanding as orientation in the environment. This idea makes it
possible to indicate elements analogous to Gibson’s account, including notion of invariants, as
well as an emphasis on the role of bodily activity in the perception process. Both researchers
draw attention to the agent’s environment, which to some extent coincides with the concept
of an ecological niche. The environment is a space of possibilities for action and, at the same
time, values. Like Gibson, Lewicki believes that an important role in cognition is played
by specifically understood values, perceived directly. Agents do not attribute values to the
elements of their environment, but live among them, in value-rich niches related to the needs
of those agents. We have shown that the optimal theoretical tool in Lewicki’s application
of the ecological heuristic is the concept of the action/value index, analogous to Gibson’s
affordance concept.

(2) One can consider which of the approaches is more profitable or, in some sense, “eco-
nomical.” Gibson’s approach appears to be less complex. When we speak of affordance, we
refer to the agent and the environment simultaneously. Such an approach to affordances,
however, is counterintuitive and leads to distortions and misunderstandings. As for Lewicki’s
approach, it is more semantically and epistemically transparent. The notion of indicators and
its associated tendencies, which form the heart of the notion of environmental orientation,
are intuitively less objectionable than Gibson’s. Lewicki’s approach does not include a devel-
oped position in the dispute about mental representations, but a new meaning of the term
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“understanding.” Lewicki’s ecological “philosophy of perception” is not as comprehensive or
as elaborately developed as Gibson’s.

(3) As we have suggested, comparing the two approaches need not be viewed in terms
of competition. On the one hand, it shows how such positions can be elaborated within
the tradition of cognitive ecology (including an attempt at a naturalistic approach to values)
starting from points as different as brain research, findings in optics and analysis of animal
activity in the environment. On the other hand, it is possible to imagine that the notions
of affordance and the tendency–indicator could be used complementarily in order to solve
different research tasks within one ecological approach, or as compiled into one coherent
account, where the notion of affordances is the superior unit, and the notions of indicators
and tendencies are used for a more detailed analysis of the relations in a cognitive ecosystem.

(4) Approaches such as the theory of indicators of action/value or the affordance theory
show that treating environmental factors as crucial in studies on cognition appeared long
before embodied and situated cognition in cognitive science. The case of the author of The
Cognitive Processes and Orientation in the Environment shows that Gibson was not alone at the
time. Although there are few similarities, the presentation of selected findings of Lewicki in
the context of Gibson’s work seems to be an interesting point of reference both for historical
research and for attempts to further use Lewicki’s theory or to refine the concept of affordance
in some research tasks.

One can imagine that prospective readers might be discouraged by the still weak presence
of Lewicki’s work in English and its partial obsolescence. However, we have no doubt that
both the history of research on cognitive agent-environment interaction and the repertoire
of theoretical tools to be used in this field have been enriched.
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