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Abstract
This is an overview article that contains the discussion of the con-
nection between information and physics at the elementary level.
We present a derivation of Landauer’s bound for heat emission dur-
ing irreversible logical operation. In this computation the Szilard’s
version of Maxwell’s demon paradox is used as a model to design
thermodynamic implementation of a single bit of computer memory.
Landauer’s principle also motivates the discussion on the practical and
emergent nature of the information. Apart from physics, the principle
has implications in philosophy.
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1. Introduction

Our civilization is based on information and creates it at a rapid
rate. The common understanding of ’information’ is related to:
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• Representation using binary notation (for instance), i.e. two
values/bits defined as 0 and 1, associated with ’true’ and ’false’,
which have their own logical operations. In this approach, infor-
mation represents a sequence of answers for binary questions
(Reza, 1994). This approach is adopted in current computer
systems.

• Boolean algebras (Reza, 1994). These are mathematical de-
scriptions of logic (and information) mentioned in the previous
point.

• Statistical description of information in the context of its effec-
tive encoding by the use of Shannon’s information (or coding)
theory (Reza, 1994). This approach is connected with statistics
and a long sequence of bits.

The first question is therefore about the term ’information’. In
general, the sequence of bits (e.g. 0101100101) is useless unless the
context in which it is produced is provided. In other words, a sequence
of bits is a sequence of ’true/false’ answers to specific questions. If
they are ’not-overlapping’, then they increase our knowledge of the
nature of the subject being examined. For instance, for a question
about a particular object, we can prepare the following sequence: Is it
round?, Is it green?, and so forth. Each question that is substantially
different from the previous yields an answer that provides us with
additional knowledge about the object. This is how we gather ’infor-
mation’ about the world. The representation is a way how we encode
this knowledge.

Summarizing, we say that information is knowledge (sequence
of answers for substantially different questions) about some objects
or phenomena. It is represented by (encoded in) a sequence of letters
from some alphabet. Then it can be analyzed and processed in terms
of, e.g., statistical analysis or Boolean algebra. Often in literature both
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of these notions are merged (Reza, 1994) or the term information is
related to its representation and processing without its semantic. Both
these concepts are abstract, in the sense that they are not related to
any physical phenomenon.

Modern computer systems exclusively use a binary representation
of information. However, if one considers arbitrary base b > 1 for
representation of numbers, then according to Shannon’s theory (Reza,
1994), the information per digit is described by lnb

b . This function has
its maximum at b = e = 2.7 . . ., that is, the base of natural logarithms
(Napier’s or Euler’s number). This is an irrational number and its
use as a base is difficult to achieve, although not impossible (Hayes,
2001). This fact has also motivated the design of computer systems
based on trit (b = 3), which is closer to optimal coding base e than to
the binary base (b = 2). Due to their more complicated construction,
such systems are not common. However, this example shows that the
encoding we use to collect information is the second-close to optimal.

The next question concerns the nature of the information. Is it
an abstract entity, or does some physical quantity represent it? Rolf
Landauer (1961) first highlighted the connection between the abstract
world of information presented above and its physics representation.
It was later popularized by Charles H. Bennett (1973), who also
proposed the application of Landauer’s principle to resolve the long-
lasting paradox of Maxwell’s demon (Bennett, 1987).

The principle states that during irreversible (i.e. non-bijective)
computational processes, heat is emitted in the memory. The bound
for the emitted heat is given by Landauer’s bound:

(1) QL = kBT ln 2,

per bit, where T is the temperature at which system operates and
kB = 1.380649 × 10−23 J

K is the Boltzmann constant. Due to the
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small value of kB , this heat does not generate overheating in mod-
ern computing systems. This principle states that operations on a
physical representation of information produce physical/measurable
consequences.

Landauer’s principle has recently undergone heavy testing (Bérut
et al., 2012), including recent tests in quantum systems (Yan et al.,
2018). It has also been theoretically investigated (Ladyman et al.,
2007; Sagawa, 2014; Piechocinska, 2000; Still, 2020; Kycia, 2018;
Kycia, 2019) from different viewpoints. Moreover, an application
to multivalued logic has been proposed (Bormashenko, 2019; Kycia
and Niemczynowicz, 2020). This raises questions about the physical-
ity of information: at which level is Landauer’s heat expelled and how
it is associated with the notion of information?

In this paper we present the ideas behind Landauer’s principle
and its connection with Maxwell’s demon paradox on the elementary
level. We also use some of our recent results from (Kycia and Niem-
czynowicz, 2020) that contain a general method of constructing a
higher base thermodynamic analog of memory and its connection
with category theory, namely, the Galois connection. Therefore, the
paper is a review and not original research. We will treat the subject
elementarily, to explain Landauer’s principle to the broad community
of philosophers, physicists, and a general audience. We will also trace
different concepts related to information: an abstract entity including
its representation in terms of a sequence of letters of the alphabet, e.g.,
bits, and its representation in the configuration of a physical system.

The paper is organized as follows. In the next section we describe
a simple version of Maxwell’s demon paradox attributed to Szilard
(1929) and its resolution by the Landauer’s principle. We then use
this model to construct a single bit of thermodynamic version of
computer memory. This model explains a subtle connection between
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information and its physical realization. This will be simplified here,
with a more pedagogical version of the results presented in (Kycia
and Niemczynowicz, 2020). Finally, we comment on the relationship
between abstract information and its representation using physical
systems.

2. Maxwell’s demon

Maxwell’s demon is a common paradox of thermodynamics that was
solved only recently utilizing Landauer’s principle (Landauer, 1961;
Bennett, 1973; Feynman and Hey, 2000) which is currently accepted
and verified experimentally solution as explained in the Introduction.
The physics and philosophy literature on this subject is currently vast,
and the good starting point that merges both disciplines is (Ladyman
et al., 2007).

In this section we present a simple version of Szilard’s experiment
(Szilard, 1929; Feynman and Hey, 2000), which uses a single particle
of the ideal gas, with the following equation of state (for the particle)
(Kycia, 2019; Lychagin, 2019; Schneider, 2019)

(2) pV = kBT,

where p is the pressure and V is the available volume for the particle.
In the experiment, all elements are ’idealized’ in the sense that there
are no energy losses for friction.

Imagine that the particle of the ideal gas is inside the box of
temperature T . The particle is in thermal equilibrium with the walls
of the box. We construct a thermodynamic cycle that extracts useful
work from the system. Maxwell’s demon is a new system that ensures
the proper course of the cycle.
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Figure 1: The box split in half, with the unknown location of a particle.

Figure 2: In this case the particle is located in the left chamber of the box.

In the first step of the cycle, insert a wall inside the box, dividing
it into two chambers of equal volume V

2 . At this stage, the demon that
guides the machine cycle does not know in which part of the box the
particle can be found. The situation is presented in Fig. 1.

To start extracting useful work, the demon must locate the particle,
or in other words, gain and store information about particle location.
The situation after localizing the particle is presented in Fig. 2.

In the next step, the border between the chambers become mov-
able. Energy is extracted when the gas is decompressed isothermally.
This decompression is a reversible thermodynamic process and the
work done by the particle is given by:

(3) W = kBT

∫ V

V/2

= kBT ln 2.

The situation is presented in Fig. 3.
The final part of the cycle is the restart. The demon takes the

border out of the box, moves it and then re-insert it again in the
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Figure 3: Energy extraction in the isothermal expansion of a single particle
of the ideal gas.

middle. We return here to the situation from Fig. 1. At this stage,
information about the particle location is not needed, so the demon
must delete it to return the whole system (box and demon) to the
initial state for another round of the cycle. Therefore, we now have
the same state as at the beginning of the previous turn.

This situation can be analyzed in terms of the second law of
thermodynamics and entropy S. The second law of thermodynamics
says that the change of total entropy (system and environment) must
be non-decreasing.

In the case above, in the cycle, according to the conservation of
energy (the first law of thermodynamics), the heat from the environ-
ment (the thermal bath of the particle) is extracted and used to make
work W . Therefore, the deficiency of heat is Q = W = kBT ln(2).
Given that the balance is negative and the system is held at a constant
temperature, the entropy change in the cycle is

(4) ∆S = −Q
T

= −kB ln(2) < 0.

This contradicts the second law (it must be ∆S ≥ 0).
To solve this apparent contradiction, Bennett (1987) has suggested

that during the demon’s erasure of the bit of information regarding
particle location (say 0–the particle in the left chamber, 1–the particle
in the right chamber) the heat of value Qe is expelled. This heat is no
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less than Landauer’s bound (1), that is Qe ≥ QL. This assumption
corrects the balance of entropy:

(5) ∆S =
Qe
T
− Q

T
≥ kB ln(2)− kB ln(2) = 0.

Bennett’s explanation solves the long-standing paradox by em-
ploying Landauer’s idea. It is interesting to note that the paradox
remained unresolved until the 1970s. Moreover, its resolution is based
on the idea of information, computing, and memory developed in the
twentieth century and therefore not known to the fathers of thermo-
dynamics. The solution can almost be regarded as manifest in the
works of Szilard (1929) if his experiment is interpreted as a model
for computer memory. This reinterpretation of Szilard’s results is
presented in the next section, which provides a more in-depth insight
into the connection between information and its implementation.

3. Memory

Szilard’s gedanken experiment presented in the previous section can
be used to construct a thermodynamic model of computer memory.
We consider here the simplest case; a more detailed presentation for
general memory for multivalued logic is given in (Kycia and Niem-
czynowicz, 2020).

The implementation of a single bit thermodynamic memory is
presented in Fig. 4.

State a is an inner state of memory that does not represent any
logical value. It is used to implement all logical operations (not neces-
sarily those that swap 0 and 1). This assumption is consistent with the
previous discussion of Szilard’s model and its reverse.
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Figure 4: Implementation of memory using the thermodynamic model of
the reversed Szilard’s model of Maxwell’s demon. State a is not associated
with logical value: it is an undetermined internal state of the memory, which
can be associated with 0 at the logical level. State b represents 0, and state
c represents 1. Maps f and g, associating logical values with their physical
implementation, are selected in such a way to preserve the order indicated
by black lines representing transitions between states or ordering in Boolean
algebra, that is, logic. This is a reminiscence of the Galois connection (Fong
and Spivak, 2019; Smith, 2018; Kycia, 2018) that usually occurs where there
is a system that contains an abstract level and its implementation.

We can now proceed to a detailed description of the types of
operations. At the level of logic, we have two types of operations on
this memory:

• Reversible: operations that have inverses, i.e., those that are bi-
jections, for instance, a NOT gate whose function is involutive:
0↔ 1.

• Irreversible: operations that do not have inverse, for instance
the assignment of some value that ’forgets’ the previous value:
(0→ 1, 1→ 1).

At the level of thermodynamics, we have a similar convention.
However, the definition is different:
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Possibilities
B

reversible

B

irreversible

A reversible YES YES

A irreversible NO YES

Table 1: Systems A is implemented on B.

• Reversible: realized by reversible thermodynamic processes, i.e.
processes that can be reversed, or equivalently, the process that
combined into a cycle with its inverse has vanishing entropy
change ∆S = 0.

• Irreversible: realized by irreversible thermodynamic processes,
i.e. if we perform this operation and then return (along any
reversible process) to the initial state, then in the cycle ∆S > 0.

As highlighted in (Ladyman et al., 2007), the main idea behind
Landauer’s principle is the association of operations at the level of
logic and their physical implementation in the form presented in
Tab. 1; in our case, A is the logical system and B is its memory
implementation.

To understand this association, we provide some examples of
logical operations and their physical implementations.

To assign some initial value to memory state, let us start from state
a and perform isothermal compression to b. This initial preparation
expels (stores) the heat Q = kBT ln(2) to(in) the environment and
sets the initial logical state to 0.

Consider the reversible NOT operation. According to Tab. 1, this
can be realized in two inequivalent thermodynamically ways at the
physical level:
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1. Reversible thermodynamic operation: isothermal expansion
b → a and then isothermal compression a → c. The com-
posed operation is thermodynamically reversible and no heat is
expelled to the environment or converted to work.

2. Irreversible thermodynamic operation: we take the middle bor-
der out of the box, which generates free adiabatic decompres-
sion of the gas (particle) b → a. Next, reversible isothermal
compression a→ c is made. When the first step is performed,
we lose ’access’ to the heat initially stored in 0 state. This heat
cannot be regained/reused and therefore must be treated as
Landauer’s heat.

Consider now the irreversible logical operation of setting 1 start-
ing from 0. According to Tab. 1, this must be realized by an irre-
versible thermodynamic operation and hence it is the same as the
operation from the second point above. Therefore, Landauer’s heat is
also expelled in this case.

This example is also proof that Landauer’s principle is equivalent
(at least for these examples) to the association from Tab. 1 between
operations on logical and thermodynamic states.

The presentation in this section was elementary, intending to be
an introduction to the multivalued logic approach (Kycia and Niem-
czynowicz, 2020; Bormashenko, 2019), category theory formulation
of this principle (Kycia, 2018; Kycia, 2019), mentioned briefly above,
and its understanding in more fundamental level (Ladyman et al.,
2007). We also emphasize that the principle can be thoroughly under-
stood only at the level of statistical physics (Sagawa, 2014; Piechocin-
ska, 2000), and equilibrium thermodynamics used above is only its
limiting case.

In the following conclusion section we briefly discuss the nature
of information.
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4. Discussion

The thermodynamic realization of a bit of information is a simple
model that presents how Landauer’s heat is generated for irreversible
operations. In this model, energy is initially stored in the environment
by setting some starting value (0 or 1) in the memory. An irreversible
operation then makes it impossible to reuse/regain this heat to perform
work and thus extract energy from the memory to gain the initially
’invested’ energy. In this interpretation, a bit labels the state of a sys-
tem that contains energy that can be accessed and (re)used. Reversible
operations are designed to extract this energy, whereas irreversible
ones lose it. Therefore, according to the laws of thermodynamics, for
irreversible operation, heat is expelled.

Abstracting even more, the information is stored in some sort of
energy configuration of the physical system. From the mathematical
viewpoint, there is an abstract notion of information (bits, Boolean
algebras), but ultimately information must be represented by certain
physical states, allowing it to interact with the physical world. This
storing process of information forms a connection between its abstract
notion and the physical world.

This also has some practical consequences to philosophy. The
’sacrum’ (abstraction) cannot be separated from ’profane’ (realization).
Abstract concepts (encoded as some form of information) must always
be stored in some physical configuration of matter/energy. Information
is a type of emergent concept or a new complexity built on top of
physical constructs and our ability to manipulate energy and matter.
This is a highly pragmatic approach.

This perspective shows that information, although immaterial con-
cept, exists in the Universe as its encoding/representation in physical
content of matter and energy. Their properties can be abstracted, how-
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ever, we always deal and interact with some of its representation. The
connection between abstract notion and its multiple (physical) repre-
sentations is also reflected in the Galois connection (Smith, 2018)—a
process of abstraction—which can be seen as a modern allegory of
Plato’s cave—a projection of mathematical (ideal) entity to the con-
crete realization (shadow on the cave wall).

5. Conclusion

We presented an overview of the basic facts from the thermodynamics
of Maxwell’s demon, its model by Szilard and the resolution of this
paradox by Landauer. This motivated us to consider the correspon-
dence between information and its physical representation. The aim
was to introduce a broad audience to the basics of this subject and
provide some references that can be used for more in-depth studies.
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