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Abstract 
This paper provides moderate criticism of so-called normative theo-
ries of thinking and reasoning. The discussion focuses on the prob-
lems of idealization, adequacy, inconsistent yet non-trivial logics, 
logical omniscience etc. I called them “internal” to the normative 
approach, because they stem from the very properties of formal sys-
tems used to model these two human activities. Some arguments, 
however, refer to the current theories in cognitive science, including 
those which are developed within “descriptive” framework. 
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1. Introduction 

Normative theories of thinking and reasoning (later: NTTR) 
have been developing for centuries. Moreover, such the-

ories have been a starting point for research on thinking and 
reasoning carried out within contemporary cognitive science. 
These theories provided the theoretical framework allowing to 
conceptualize or even operationalize the notions of thinking and 
reasoning. They have also been treated as a source of research 
hypotheses about the nature of these two processes. Nowadays, 
the normative approach is not a popular one. For example, in 
Oxford Handbook of Thinking and Reasoning published in 2013 
only one out of forty chapters is devoted to normative theories. 
In contemporary literature they serve rather as a “strawman” or 
at least as a counterexample or suitable background for present-
ing theories of different kind (descriptive ones). 

In this paper, I would like to present some problems besetting 
NTTR. In the presentation of these theories (section 2) I will follow 
the article of Chater and Oaksford (2012) published in the Oxford 
Handbook. Some ideas included therein will also appear in the last 
section of this study. Nevertheless, the main part of this paper is 
the discussion (section 3). Arguments presented in this paper con-
cern problems resulting from the use of formal tools in normative 
approach. These problems arise from the very structure of nor-
mative theories and from the mode of explanation that such the-
ories adopt. For this reason, these problems are called “internal”. 
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2. Normative theories of thinking and reasoning

The basic difference between normative and descriptive theo-
ries of thinking and reasoning (later: DTTR) is the approach 
used to describe these processes. Normative theories try to de-
termine how people ought to think or how reasoning should 
be carried out. On the other hand, the goal of descriptive the-
ories of thinking and reasoning is to investigate a real nature 
of these processes – what they really are and how they are ac-
tually carried out. (In other words, descriptive theories aim to 
provide a description of thinking and reasoning.) While the 
former approach is most commonly associated with process of 
reasoning being modeled directly within certain formal system 
(e.g., logical calculus, probability theory or rational choice the-
ory), the latter utilizes the aparatus of natural sciences – one 
builds a model, which is then subjected to the test of empiri-
cal research. 

The main claim of Chater and Oaksford (2012) is that for-
mal systems utilized in normative approaches impose on think-
ing the condition of consistency – logic demands the consist-
ency of beliefs; probability theory imposes this requirement on 
the degree of beliefs; finally, rational choice theory requires our 
choices not to be contradictory. 
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2.1. Logic 

Some scholars try to model thinking directly within a logical 
calculus, most often classical logic. The main condition imposed 
by classical logic onto a set of beliefs is that the set of beliefs 
should be consistent. Let us use the toy example – it seems to 
be incorrect to hold the following three beliefs simultaneously: 

(1) All bullfrogs are sophisticated.
(2) Jeremiah is a bullfrog. 
(3) It is not true that Jeremiah is sophisticated. 

All bullfrogs are sophisticated, so Jeremiah is as well, since 
he is a bullfrog. Yet proposition (3) stands in contradiction with 
this conclusion. Logic provides formal language and strict meth-
ods of conducting such reasoning. Below the above reasoning is 
formalized in classical predicate calculus. 

(1*) ∀x(B(x) → S(x)) 
(2*) B(a) 
(3*) ¬S(a) 
(4) B(a) → S(a)  ∀ elimination (1) 
(5) S(a)  Modus Ponens (4),(2) 

 contradiction 

Where ∀ means for all, → stands for if..., then..., variable x 
represents objects of the universe of discourse, whereas a is an 
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individual name and stands in our case for Jeremiah. Predicate 
letters B and S mean respectively is a bullfrog and is sophisti-
cated. Formula (4) is produced by the rule of universal quantifier 
elimination applied to formula (1). Formula (5) is produced by 
Modus Ponens applied to formulas (4) and (2). If someone holds 
above three beliefs, she has a pair of two contradictory sentences 
incorporated into set of her beliefs – S(a) and ¬S(a). We can de-
fine inconsistent systems in the fallowing way: 

Defintion 1 Let T be a deductive system whose language 
has a symbol for negation. T is said to be inconsistent if the set 
of its theorems contains at least two formulas or sentences, one 
of which is the negation of the other; otherwise T is consistent.

In classical propositional calculus, a coherence condition is 
expressed by the law of (non)contradiction.

 ¬(p∧¬p) 

But why (classical) logic does not allow contradiction? In in-
consistent systems, i.e. in systems in which a pair of two contra-
dictory formulas has been asserted, any proposition can be proven. 
Systems, in which anything can be proven are called trivial. 

Defintion 2 T is called trivial if the set of its formulas (or 
sentences) coincides with the set of its theorems; otherwise T is 
called non-trivial. 
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The inference leading from contradiction to any proposition 
is captured by the law of explosion (other names: ex contradic-
tione quodlibet, the principle of Duns Scotus). 

p∧¬p → q 

or 

p → (¬p → q), 

where q is an arbitrary proposition. If we consider a logically 
closed set of believes containing two contradictory sentences, 
we have to admit that it contains also all sensible statements that 
are possible to express in given language.

2.2. Probability 

The logic can be understood as a tool used to indicate that 
belief system is (not) contradictory. Nevertheless, the “all or 
nothing” strategy is often not applicable to the acquisition or 
keeping of a belief. Sometimes we keep a belief that we are not 
quite certain of, or acquire a belief from a source not fully de-
pendable or trustworthy. Thus, we may assign some degrees to 
a belief. How to understand them? One can try to define the de-
gree of a belief as the probability that this belief is true. There-
fore, the proper formal calculus to explore the coherence of de-
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grees of beliefs is probability theory. In cognitive science this 
approach is called Bayesian, since Thomas Bayes is the author 
of the most famous theorem concerning conditional probabil-
ity of an event. 

The basic version of Bayes’ Theorem follows directly from 
the definition of conditional probability 

Pr(A|B) is the probability that A is true under the condition that 
B is true. 

The probability that both beliefs are true, Pr(A,B) is equal 
to both the probability that B is true, Pr(B) multiplied by the 
Pr(A|B) and vice versa – the probability that A is true multi-
plied by Pr(B|A). 

Pr(A,B) = Pr(B)Pr(A|B) = Pr(A)Pr(B|A) 

From this equation Bayes’ theorem can be obtained. 

Pr(B|A) =  Pr(A|B)Pr(B) 

Shortly speaking, Bayes’ theorem allows to calculate un-
known probability from the known probabilities. It is often used 
in contemporary attempts to model knowledge in artificial intel-
ligence, cognitive science or even linguistics. 

Pr(A)
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2.3. Rational choice 

From the point of view of the theories of thinking and reason-
ing logic can be understood as a framework imposing a condi-
tion of consistency on beliefs, while the probability theory im-
poses this condition on the degree of belief. To what extent can 
we impose similar condition on the choices we made? Proper 
formal framework that cope with this kind of questions is ra-
tional choice theory. 

According to rational choice theory, rationality or irration-
ality of beliefs can not be assessed out of context. It may seem 
bizarre to choose presentation at the conference (P) over the hol-
iday (H), but it is not irrational. Nevertheless, there is something 
odd in choosing P, when {P,H,D} is offered, while choosing H 
from the set of options {P,H} lacking the third “decoy” option. 
To exclude this pattern of behavior rational choice theory intro-
duces contraction condition. Similarly, it seems unreasonable 
to choose P, when {P,H} or {P,D} is offered, while not choos-
ing P from all three options {P,H,D}. The expansion condition 
is introduced to rule out this type of pattern. 

If the above conditions are met, there is a preference rela-
tion “at least as good as” over the set of choices, which means 
that any choice is at least as good as any other items in the set 
of choices. If this preference relation is transitive (if X is at least 
as good as Y and Y is at least as good as Z, then X is at least as 
good as Z), then it is an ordering. This relation orders the set of 
our options with the one that will bring the least benefit at the 
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beginning and most favored options at the end. This way we can 
formulate a simple rational choice criterion – from the set of op-
tions choose the one that will bring you most benefit. 

Rational choice theory is still being developed. It may be 
made more complicated by adding the probability of obtaining 
benefits or imposing additional conditions on our choices. Then 
the criterion given above changes to the criterion of maximiz-
ing expected benefits, but the essence of the theory remains the 
same. Probably one of the most important extensions of rational 
choice theory is game theory, in which one’s choices depend on 
the choices of other participants of the game. 

3. Discussion

Normative approach to modeling thinking and reasoning is 
a source of many problems. In the title of this work I called 
them “internal”, because they stem from the very properties of 
formal systems. Some arguments presented here refer to the re-
sults of cognitive science, including those which are based on 
descriptive theories of thinking and reasoning. 

3.1. The problem of idealization 

The first and obvious problem that normative theories face is 
a problem of excessive idealization, which is done during the at-
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tempts to formalize beliefs and reasoning. Formal systems uti-
lize certain language and the price for the accuracy it offers is 
the loss of the enormous realm of content included in natural 
language (and even greater realm of content, to which we have 
access through what we call thinking). 

3.2. The problem of adequacy 

System of beliefs can be formalized using a number of different 
languages and the structure of reasoning may be expressed uti-
lizing many different operators of logical consequence. In other 
words, there is no single logic, but there is a whole continuum of 
them. The sole use of classical logic (even in its predicate ver-
sion) is not uncontroversial and nonclassical calculi are variform 
to the extend that it rises the problem of adequacy of utilizing 
tools. If we assume that people do not follow the law of the ex-
cluded middle, we can use intuitionistic logic. If we believe that 
additional conditions may invalidate the conclusions drawn ear-
lier, we use one of the non-monotonic logics. Our beliefs often 
contain so-called propositional attitudes, i.e. phrases indicating 
cognitive attitude of a subject to the given proposition. They are 
elements of the class of phrases called modalities. Formal cal-
culi that deal with modalities are modal logics. There are deon-
tic modal logic used to capture reasoning about moral permis-
sibility and obligation, alethic modal logic for reasoning about 
possibility and necessity etc. Shortly speaking, the variety of 
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logics is very great. Having different logics is helpful as each of 
them captures complementary aspect of the structure of thinking 
and reasoning. Even though the application of a particular logic 
to model specific resoning is well justified, it is still vulnerable to 
the accusation of being inadequate. 

3.3. Logical calculi that allow contradictions 

Classical logic (as well as most non-classical ones) does not 
permit belief system to be inconsistent. This kind of calculi 
do not distinguish between inconsistency and triviality of the 
system. This means that systems developed within this formal 
framework are trivial if and only if they are inconsistent. Nev-
ertheless, there is a whole group of logics that allows contra-
dictions within the body of beliefs. The logical calculus that 
copes with inconsistent yet non-trivial systems is paraconsist-
ent logic. 

In a broad sense paraconsistent logic is built by limiting the 
scope of the law of contradiction: 

¬(p∧¬p). 

Paraconsistent logic has been developed since the begin-
ning of the twentieth century. One of its precursors was Jan 
Łukasiewicz. In the monograph On the Principle of Contradic-
tion in Aristotle (Łukasiewicz, 1971) he distinguishes between 
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three kinds of this principle: logical, metaphysical and psycho-
logical one. The latter reads: 

No one can believe that the same thing can (at the same time) be 
and not be. (Aristotle, n.d., G 3, 1005 b 23-26) 

Two acts of believing which correspond to two contradictory pro-
positions cannot obtain in the same consciousness. (Łukasiewicz, 
1971, p. 488) 

For our discussion, it is important that according to 
Łukasiewicz psychological law of contradiction does not hold. 
The experience of our everyday life indicates that in certain sit-
uations people can hold contradictory beliefs. 

Chronologically, the first paraconsistent calculus was the 
discursive logic created by Stanislaw Jaśkowski. (His motiva-
tion was to create the logic suitable to formalize the discussion, 
which often contains contradictory claims of the opponents). 
However, paraconsistent logic gained its reputation only in the 
1950s, thanks to the works of Newton da Costa. Since then, it 
has been rapidly developed. There are several different paracon-
sistent calculi. Probably, the most popular today is relevant logic 
of Graham Priest and Richard Routley. 
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3.4. Logical calculi are “static” 

All logical calculi mentioned above are static and are unable to 
capture the dynamics of the acquisition and rejection of beliefs. 
Let us return to the example with an individual holding the fol-
lowing three beliefs: 

(1*) ∀x(B(x) → S(x)),
(2*) B(a), 
(3*) ¬S(a).

Suppose that she realized that her belief system contains 
a pair of contradictory propositions – “Jeremiah is a sophisti-
cated” and its negation. What can she do in this situation? Of 
course, she may claim that her belief system is paraconsistent, 
but let us assume additionally that she does not feel good with 
contradictions. In that case, she may simply reject belief (3). She 
may also discard belief (2) and state that Jeremiah is not a bull-
forg, but – for example – a green tree frog. Finally, she may re-
ject the general claim about the sophistication of bullfrog spe-
cies (1) or state that Jeremiah is so unique that the general rule 
should take the form of: 

(1**) ∀x(B(x)∧x ≠ a → S(x)), 
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None of the logical calculi can indicate, which way out of 
the ones mentioned above is the best1. 

3.5. The problem of assessing the degree of beliefs  
and ordering the choices 

Similar problems beset all attempts to formalize thinking and 
reasoning in terms of probability theory and the rational choice 
theory. Moreover, in the case of these formalisms, there are 
other issues that I will only signal here. One of them is the fact 
that it is not possible to assess the strength with which one holds 
a belief. It is hard to even introspectively determine the exact de-
gree of one’s own beliefs. The degree of a belief probably varies 
depending on the situation in which one find herself, the time, 
the amount of information she has and the context. Similarly, it 
is hard to assess all the benefits that our choices can bring, thus 
organize them in one scale. Furthermore, when all given options 
can bring equal benefit, the criterion of rational choice theory is 
not applicable. 

1 However, there is some formal tool that can be helpful in these situ-
ations – it is Belief Revision Theory, sometimes called AGM, because 
of its authors Carlos Alchourrón, Peter Gärdenfors and David Makin-
son. The main principle of AGM is the minimal change principle. It 
means that the change in belief system shall lead to the loss of as few 
previous beliefs as possible. Anyway, AGM is not a logical calculus 
sensu stricto.
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3.6. Logical omniscience 

The last issue I would like to address is the problem of deduc-
tive closure of the set of beliefs. In the set of beliefs contradic-
tion can be hidden – a pair of contradictory propositions may 
not occur until a proper deduction is carried out. It seems that 
the claim that the set of beliefs is closed under the operations 
of logical consequence is too strong requirement for cogni-
tive systems, at least for the human mind. For this reason, that 
kind of problems are often called the problems of logical om-
niscience. 

Let us recall once again the toy example with sophisti-
cated Jeremiah. In this case the inconsistency in the set of be-
liefs occurs indirectly. There is no doubt that the subject may 
be unintentionally, that is completely and absolutely, unaware 
of an implication which ultimately results in a contradiction 
withe others belief held. We are not logically omniscient – in 
the sense that we cannot immediately deduce all consequences 
that can be derived from a set of propositions. Anyone who 
demands such ability is clearly asking too much (da Costa, 
French, 1990, p. 185). 

First of all, there are many trivial consequences of a given 
set of beliefs which would simply clutter up one’s mind if added 
to the set of beliefs held explicite2. Of course, whether an im-

2 Assuming that one can by unaware of a belief held explicite, as 
Harman does (Harman, 1986, p. 14)
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plied belief is deemed trivial or not depends on the context, but 
even non trivial implications might escape the human mind, 
since we are not omniscient even “locally” (da Costa, French, 
1990, p. 185). 

Sometimes it takes a complex and lengthy proof for one 
to become aware of certain implication of her belief system. 
Shortly speaking, the implications may not be obvious in any 
sense. It seems that such situations occur quite frequently. There 
are many examples of that, e.g., from the history of science, 
where certain logical consequences of a hypothesis where not 
perceived at given time and its later discovery contributed to its 
confirmation. 

Of course, we can determine whether given implication is 
obvious or not in terms of length of the proof needed to derive 
it and the number of beliefs involved. Hence, one can say that 
success in detection of contradiction arisen from the set of be-
lief depends on, i.a., logical competency of cognitive subject. 
Nevertheless, taking a very strong and unrealistic assumptions 
concerning logical competency of a cognitive subject it is esti-
mated that consistency test for the very modest set of 138 beliefs 
would take longer than the current age of the universe (Cher-
niak, 1984). 
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4. Conclusions

Despite the above criticisms of normative theories of thinking 
and reasoning, it is clear that they are not irrelevant for the de-
scriptive theories. NTTR are important for the DTTR for at least 
three reasons. 

Firstly, they provide some theoretical framework needed 
to operationalize concepts of thinking and reasoning. They also 
determine what can be expected from thinking subject as well 
as what constitutes a successfully performed reasoning and 
what constitutes a failure. For example, if we want to investi-
gate whether people reason deductively, we need first determine 
what the deduction is and this term belongs to logic and logical 
theories of reasoning. 

Secondly, NTTR often serve as the starting point for the 
the descriptive theories. There is something more than a simple 
comparison to the normative theory. Many of them are built di-
rectly on the formal approaches, e.g., Johnson-Laird’s theory of 
mental models. 

The third remark concerns the rationality with which peo-
ple act in the world. It is hard to assign attribute of having mind 
to someone who moves or generates sentences in a completely 
random way. According to many philosophical accounts, in such 
situation one cannot say that such person has intentions, beliefs 
or goals. In a general sense, NTTR try to provide conditions that 
must be fulfilled by the action of the subject to be considered ra-
tional (cf. Chater, Oaksford, 2012). 
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